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Abstract:   On-chip   interconnects   are   the 

performance bottleneck in modern system-on-chips. 

Code-division multiple access (CDMA) has been 

proposed to implement on-chip crossbars due to its 

fixed latency, reduced arbitration overhead, and 

higher bandwidth. In this paper, we advance 

overloaded CDMA interconnect (OCI) to enhance 

the capacity of CDMA network-on-chip (NoC) 

crossbars by increasing the number of usable 

spreading codes. Serial-OCI and P-OCI architecture 

variants are presented to adhere to a different area, 

delay, and power requirements. The parallel OCI 

crossbar achieves N times higher bandwidth 

compared with the serial OCI crossbar at the 

expense of increased area and power consumption. 

This kind of extension results in High-speed P-OCI 

and serial-OCI compare to proposed P-OCI and 

serial-OCI architectures respectively. 
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I. INTRODUCTION 

Developing effective high-performance on-

chip interconnects has been crucial for the 

implementation of parallel and high-performance 

computing technologies because ON-CHIP 

communications have a significant impact on the 

overall area, performance, and power consumption of 

modern system-on-chips (SoCs). Amdahl's law states 

that increasing communication overhead degrades the 

speedup achieved by parallel computing [1]. Networks-

on-chips (NoCs) are the most scalable interconnection 

paradigm that is capable of meeting different 

performance requirements of heavy workloads [2], 

including latency via adaptive routing [3], throughput 

via improved path diversity [4], power dissipation by 

optimizing the NoC to targeted workloads [5], and 

flexibility by run-time configuration [6]. 

On-chip processing elements (PEs) are 

considered as network nodes connected by routers and 

switches, while data in NoCs are handled as packets. 

NoCs offer a scalable alternative to massive SoCs, but 

they come with high resource overheads and greater 

power consumption [7]. The transaction is divided into 

four levels by the NoC layering model: 1.application, 

2.transport, 3.network, 4.physical layers [8]. The  

fundamental unit of the NoC physical layer is a crossbar. 

A crossbar switch is a shared communication 

channel that uses multiple access to facilitate the 

interchange of physical packets. Time-division multiple 

access (TDMA), in which the physical link is time 

shared between the interconnected PEs [9], and space-

division multiple access (SDMA), in which a dedicated 

link is established between every pair of interconnected 

PEs [10], are the primary resource sharing techniques 

used by current NoC crossbars. An NoC router's 

physical layer additionally contains storage and 

buffering devices [7]. Another medium sharing method 

that makes use of the coding space to provide 

simultaneous medium access is code-division multiple 

access (CDMA). Each transmit-receive (TX-RX) pair in 

a CDMA channel is given an individual bipolar 

spreading code, and the data spread from all transmitters 

is added together to create an additive communication 

channel. Since there is no cross correlation between 

orthogonal spreading codes in standard CDMA systems, 

the received sum can be correctly decoded by a 

correlator decoder at the CDMA receiver. Walsh-

Hadamard orthogonal codes are used in classical 

CDMA systems to allow for medium sharing. For both 

bus and NoC interconnect topologies, CDMA has been 

suggested as an on-chip interconnect sharing approach 

[11].  

Reduced power consumption, fixed 

communication delay, and decreased system complexity 

are just a few benefits of using CDMA for on-chip 

interconnects [12]. A CDMA switch offers a good 

compromise between the two since it has less wiring 

complexity than an SDMA crossbar and less arbitration 

overhead than a TDMA switch. However, the on-chip 

connection literature has primarily examined 
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fundamental aspects of the CDMA technology. 

Overloaded CDMA is a well-known medium access 

technique utilized in wireless communications where 

the number of users sharing the communication channel 

is boosted by raising the number of usable spreading 

codes at the expense of rising multiple-access 

interference (MAI) [13]. On-chip interconnects can 

have their interconnect capacity increased by 

implementing the overloaded CDMA idea. In previous 

work, we used the overloaded CDMA idea to CDMA-

based on-chip buses and proposed two methods to boost 

the bus capacity by 25% and 50%, respectively: MAI-

based and difference-based overloaded CDMA 

interconnects [14], [15]. In order to improve the CDMA 

router capacity by 100% at minimal cost, we in this 

article apply the overloaded CDMA idea to NoCs and 

propose an original overloaded CDMA interconnect 

(OCI) crossbar design. 

II.RELATED WORK 

Crossbar switches that use CDMA as their 

medium access mechanism benefit from predictable 

transaction latency and minimal arbitration overhead. A 

scalable CDMA-based peripheral bus has been 

proposed by Nikolic et al. [16] in order to reduce the 

number of PTP          buses and parallel transfer lines 

while avoid the overhead caused by TDMA arbiters. 

Because fewer lines are utilized to add and transmit the 

data from the peripherals, this method lowers the 

number of pins when used at the interface connecting 

multiple peripherals to multiple PEs. Since peripherals 

typically run at lower frequencies than master PEs, the 

increase in transaction latency caused by data dispersion 

is acceptable. Crossbar switches with CDMA as their 

medium access method have low arbitration overhead 

and consistent transaction latency. Nikolic et al. [16] 

created a scalable CDMA-based peripheral bus that 

avoids the overhead caused by TDMA arbiters and 

reduces the number of PTP buses and parallel transfer 

lines. This strategy reduces the number of pins needed 

at the interface linking multiple peripherals to multiple 

PEs since fewer lines are needed to add and send the 

data from the peripherals. Data dispersion causes an 

increase in transaction latency, however this is to be 

expected since peripherals normally operate at lower 

frequencies than master PEs. 

Crossbar switches that use CDMA as its 

medium access technique feature consistent transaction 

latency and low arbitration overhead. A scalable 

CDMA-based peripheral bus was developed by Nikolic 

et al. [16] that eliminates the need for PTP buses and 

parallel transfer lines while avoiding the overhead 

imposed on by TDMA arbiters. Because fewer lines are 

required to add and transfer the data from the 

peripherals, this technique lowers the number of pins 

required at the interface connecting multiple peripherals 

to multiple PEs. Transaction latency increases as a result 

of data dispersion, however this is to be expected given 

that peripherals typically operate at lower frequencies 

than the TDMA bus of master PEs.  

In the CT-Bus, where data are multiplexed over 

both the time and code domains, CDMA and TDMA 

have been merged [12]. Since the TDMA controller 

must carry out arbitration every clock cycle, the CDMA 

bus controller is only required to assign spreading 

codes, whereas the CT-Bus shows that the 

communication overhead of CDMA is lower than that 

of TDMA. Because CT-Bus combines the scalability of 

the TDMA bus with the continuity of the CDMA 

channel, it performs better than its TDMA equivalent for 

heterogeneous traffic. In [17], a comparison between a 

PTP bidirectional ring-based NoC and a CDMA-based 

NoC indicates that the best case latency of the PTP with 

the same channel width and the fixed data transfer 

latency of the CDMA NoC are equal. The concurrent 

interconnect sharing by the network nodes is 

responsible for the fixed data transfer latency of the 

CDMA NoC. In [18] and [19], a hierarchical CDMA 

star NoC router is shown. 

An in-depth understanding of variables 

including topology, flow management, switching 

methods, and routing strategies is required for the 

design of a NOC router. A network's topology defines 

the way its nodes and channels are connected. Several 

topologies have been proposed, including mesh, torus, 

star, spin, butterfly, and others. In this architecture, 

mesh topology is favoured because it is straightforward, 

simple to integrate, and serves addresses that are in line 

with communications. Low latency, high throughput, 

low power consumption, low cost, and high 

performance are all important features of an appropriate 

architecture, but achieving all of these goals is complex. 
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           Fig. 1. Flow chart of round robin algorithm 

 

The Round Robin (RR) algorithm is widely 

used in many industries for its fairness and simplicity in 

enhancing system performance. Paper reviews RR 

algorithm use in CPU scheduling and cloud computing, 

examining techniques used to improve the algorithm. 

Researchers have proposed ways to optimize the RR 

algorithm, including the selection of an ideal time 

quantum. The switching technique, which can be 

divided into packet switching and circuit switching, is 

the process of connecting a router's input and output. 

While packet switching transmits data as soon as it 

becomes available, independent of the path, circuit 

switching transmits data packets only once the path has 

been established. A routing strategy is a method that 

guides data packets to their destination while avoiding 

situations like hunger, deadlock, and live lock. 

 

Data packet waiting indicates an incorrect flow 

control technique, while deadlock avoidance indicates a 

good one. Flow control controls the distribution of 

resources to data packets [20]. A data packet's transit 

through the router can be analyzed to determine its 

functionality. 

 

 

 

                    Fig. 2. Design of router 

 

A. FIFO 

The initial work request in a queue is treated 

first when using the FIFO method of work request 

processing. It can be implemented in hardware as a 

read/write memory or array of flip-flops that stores data 

from one clock domain and provides it to other clock 

domains upon request in line with FIFO logic [21 ,23]. 

Read, write, empty, full, memory map, counter, and two 

pointer counter blocks are all contained in a FIFO. A 

FIFO has two data pointers: one for writing to RAM and 

the other for reading from RAM. FIFO initially verifies 

the header bit in order to validate the presence of data. 

The grant signal for a particular port is used to update 

read and write addresses. 

B. Arbiter  

The router's control center is known as the 

Arbiter. The round robin scheduling algorithm, which 

allows the data from each FIFO buffer for a specific 
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period of time, is executed by the arbiter. In computer 

science and operating systems, the Round Robin 

scheduling algorithm is used to split CPU time among 

programs in a time-sharing way. The algorithm gives the 

CPU to each task in a cyclic order by dividing equal 

time slots for each process, hence the name Round 

Robin. This avoids a single process from consuming the 

CPU and gives each process a fair portion of CPU time. 

In real time systems, the Round Robin algorithm can be 

used when tasks must be completed in a specific period 

of time[24,29]. It offers a fast and simple way of 

distributing resources, reducing famine, and enhancing 

system performance in overall. 

C. Crossbar  

A crossbar is a module that has both muxes and 

demuxes combined in it. There is a connection between 

an input and an output port. This design does not have 

any input. Crossbar is only able to establish one link at 

a time. From inputs of Cin, Ein, Nin, Sin, and Win, 

binary outputs are Cout, Eout, Nout, Sout, and Wout. 

Eight bits define both the input and the output. There are 

four binary opportunities possible with this design 
since the select line is reduced to two lines. It is 

mentioned that buffers will help in reducing the 

latency[24]. So, based on this the designed is modified 

with an additional buffer at each output port of the 

router. 

III.METHODOLOGY 

In this section, overloaded CDMA in wireless 

communications and the requirements of its on-chip 

interconnect counterpart and preliminaries of the 

classical on-chip CDMA. 

 

A. Overloaded CDMA in Wireless Communications: 

 Multiple users can share the same frequency band 

at once using a digital cellular technique called CDMA, 

or code division multiple access. While Time Division 

or Frequency Division Multiple Access are used by 

other cellular technologies, such as GSM, CDMA uses 

unique codes to distinguish between users. Every user 

has a different code sequence issued to them, and their 

signals spread throughout the whole frequency range. In 

order to separate and decode the original signal from the 

received mixture of signals, CDMA receivers employ 

correlation algorithms. 

 

Fig 3 : CDMA TRANSMITTER 

Compared to other technologies, CDMA 

networks are able to attain higher capacity and improved 

resilience to interference due to this signal dispersion. 

In 2G, 3G, and certain 4G cellular networks, CDMA 

has been extensively employed to provide dependable 

and effective communication services. 

 

Code Division Multiple Access, or CDMA, is a 

digital cellular technology that permits several users to 

share a single frequency band at once. CDMA use 

unique codes to distinguish users from one another, in 

contrast to other cellular technologies like GSM, which 

use Time Division or Frequency Division Multiple 

Access. 

 

Signals from each user are propagated 

throughout the entire frequency band, and each is 

allocated a unique code sequence. When a combination 

of signals is received, CDMA receivers use correlation 

algorithms to separate and decode the desired signal. As 

a result of this signal spreading, CDMA networks 

outperform competing technologies in terms of capacity 

and interference resistance. 
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                   Fig 4 : CDMA RECEIVER 

 

                    

                  Fig 5 : CDMA CROSSBAR 

 

In computing systems, the accumulator register 

is essential to data exchange and transfer. The 

accumulator temporarily holds data being processed by 

the arithmetic and logic unit (ALU) during data transfer, 

particularly within a CPU.  The accumulator makes it 

easier for computing systems to manipulate and 

transport data efficiently in both scenarios. 
 

B. Classical CDMA Crossbar Switch: 

Fig. 3 and Fig. 4 illustrates the high-level architecture 

of a CDMA-based NoC router. The physical layer of the 

router is based on the classical CDMA switch. 

Therefore, the crossbar transaction frequency ft and 

operating clock frequency fc are related as ft = fc/ N 

 

where S(i ) is an m-bit binary number 

representing the channel sum at the ith clock cycle, the 

crossbar width m = log2 M, d( j ) is the data bit from 

the jth encoder, Co(j, i ) is the ith chip of the jth 

orthogonal spreading code, and ⊕ is the XOR 

operation. In the ordinary CDMA crossbar, the adder 

has M = N − 1 input bits and m = log2 M = log2 N 

output bits. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. RESULTS & DISCUSSION 

 

 

The proposed simulation waveforms are shown 

in the figure 4. The suggested system's data will be 

generated by the system itself. In this case, the clock pin 

controls the data flow between the input and output. The 

clock will send data from data input (DataIn) to data 

output (Dataout) when it reaches "0". The clock will not 

transfer data while it is at "1". The data will be deleted 

whenever the value of reset (RES) is "1". 
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V. POWER AND TIME REPORT 

 

The design is implemented in Xilinx software 

in Artix7, FPGA board. The board is of family 

XC7A200. The board has total 269200 Flipflops, 

134600 LUT elements, 676 I/O Pin Count, 365 Block 

RAMs. Table represents the comparison of power 

consumption, Timing Analysis and Area occupied. 

VI. CONCLUSION 

The purpose of the effort is to maximize the 

router architecture based on VLSI performance. We can 

make a comparison between the suggested router model 

and the present router model from tables. When 

compared to the present model, the proposed approach 

improves data transmission efficiency by 5.847ns. Our 

design achieves the target of greater performance even 

if it slightly increases the power consumption. The 

CDMA block's architecture can be further optimized by 

utilizing additional approaches. 
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