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ABSTRACT:  

Farming is very important to the Indian culture. Technological progress has opened the door 

to better farming conditions and more effective agricultural policymaking. The agricultural 

database is accessed using a Python interface. Data miners using Jupyter Notebook to 

predict crop output. Weather, temperature, reference crop, evapotranspiration, area, 

production, and yield statistics are all part of the data collection, which covers the years 

2000-2018. Support vector machines, K-Nearest Neighbors, K-Means clustering, and the 

Bayesian network approach are data mining algorithms that provide pinpoint accuracy. 
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I. INTRODUCTION 

Crop production may be a relatively new development, depending on the input characteristics 

of the soil and its state. The process elements in agriculture might differ from one farm or 

farmer to another. Collecting the same data across a somewhat larger region might provide 

equally disheartening challenges. However, the Indian Meteoric Department tabulates data on 

the environmental status of the Republic of India for every 1 sq. m of land across the district's 

multiple portions. It is common practice to use these enormous datasets to forecast the impact 

of these variables on the main crops cultivated in a certain area. Scientists from all across the 

globe have developed their own special methods of agricultural and related field prediction. 

Examples of such studies include the following: International agricultural specialists have 

confirmed that efforts to maximize the use of pesticides in an effort to increase crop yields have 

been made. The introduction of very high chemical consumption levels is a direct outcome of 
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driving efforts. According to these studies, there is a correlation between pesticide use and 

higher yields [1]. One of our most vital partner sectors, agriculture, has been greatly affected 

by recent developments in detection technology, information science, and machine learning 

(ML) techniques. 

 

With the rise of ML, big data, and HPC, new avenues for interpreting, measuring, and 

comprehending data-intensive processes in agricultural operational settings have opened up. 

Computers may learn new tasks without any intervention from a human programmer; this 

capability is known as "machine learning" (ML). Machine learning is among the most 

fascinating subfields in computer science right now. Commonly, people would say that 

machine learning is the same as artificial intelligence (AI). Finally, an automated system that 

can mimic human learning by analyzing and predicting patterns in data and future events. The 

machine learning methods are much improved compared to the older set-rule techniques. 

Several pieces of data or results may be examined by them with ease and precision. To begin 

learning, the developer must first enter data into the machine's programming language. 

Computer algorithms may take a broad variety of inputs into account and provide an analysis 

of any common situation. With a high level of precision, one may anticipate future agricultural 

yields, nutritional value, etc. It is possible to classify machine learning algorithms into three 

main types: supervised, unsupervised, and reinforcement. 

 

II. RELATED WORK 

 Shruthi G. Sangeeta [1]. Machine learning methods including Decision Trees, Polynomial 

Regression, and Random Forests are used to evaluate the project's performance. Of the three 

methods we examined for this model, Random Forest yield prediction performed the best. 

Some of the methods used to categorize the dataset improvements include decision trees, 

polynomial regression, and forest at random. That being said, we found the proposed model to 

be a better predictor of crop yield than the existing one. If we use the aforementioned strategy, 

maybe our country's agricultural methods will improve. Also, farmers might have access to 

greater financial resources if it helps them enhance agricultural production and minimize 

losses. The concept might be improved by collaborating with other organizations that are 

advancing American agriculture, such those who deal with horticulture and sericulture. 
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Among the many subjects addressed in the 39 papers compiled by Bhawana Sharma et al. [2] 

are yield prediction, weed detection, disease identification, soil and water management, and 

many more aspects of agricultural work. Some approaches do better than others when it comes 

to accuracy. For anyone interested in using machine learning in the agriculture field, that is 

encouraging news. It is not made clear in any of these crop management algorithms that 

figuring out when a crop is ready to harvest is their main focus. As a result, monitoring crop 

maturity using machine learning might be a viable alternative. This paper demonstrates a 

proposed methodology that uses image processing and machine learning techniques to 

determine crop maturity from digital images. Incorporating state-of-the-art deep learning and 

machine learning techniques is a great way to improve upon existing models. 

 

“Dr. Konstantinos G. Liakos and colleagues” [3] By integrating machine learning with sensor 

data, farm management systems are evolving into full AI systems. This allows them to provide 

more detailed recommendations for enhancing productivity. There will be a plethora of 

opportunities for practical and interoperable applications created as a result of the increasing 

use of ML models in this setting. Current techniques, like those in other domains, ignore the 

importance of integrating approaches and responses into decision-making in favor of treating 

them as standalone items. The purpose of so-called "knowledge-based agriculture" is to 

increase production rates and bio-product quality. Combining automated information 

recording, data analysis, ML deployment, and decision-making or help will deliver practical 

advantages that align with this strategy. 

 

III. PROPOSED METHOD 

There are three main components to machine learning: supervised learning, reinforcement 

learning, and unsupervised learning. A kind of machine learning known as "supervised 

learning" involves the deliberate instruction of the relationship between inputs and outputs. 

Conversely, in unsupervised learning, the target result is not known before the model is trained. 

The project's implementation was divided in two.For the fertilizers module, for instance, it 

could be helpful to predict agricultural output and precipitation. 

The database used for this inquiry represents the yields of several crops, including arhar, 

cotton, lentil, moong, rice, mustard, sugarcane, and wheat, among many others. This includes 
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the following Indian states: Andhra Pradesh, Bhilai, Gujarat, Haryana, Rajasthan, Uttar 

Pradesh, Orissa, West Bengal, Punjab, Madhya Pradesh, and Maharashtra. 

 

Their supporting price, yields per hectare in quintals, production cost per hectare, and 

cultivation price per hectare make up the data collected here. 

 

 

 

FIGURE1. Sample dataset 

 

i. Crop Yield Prediction 

This module will spit out your predicted crop yield if you input it. Also, you may tell the 

machine what sort of crop you want by looking at the output. Otherwise, you will get a list of 

species along with their yields. The steps to execute the algorithm are as follows: 

 

● Step 1: To get crop or yield predictions, for example, just choose the feature you want.  

● Step 2: For crop prediction, you'll need to know the soil type and the acreage of the land. We 

feed these values into the random forest's back-end implementation and get back our 

predictions. The algorithm provides a response that details the crops together with their 

projected yields.  

● Step 3 : Selecting yield prediction requires the user to provide crop information, soil type, 

and land area. By inputting these values into the backend's random forest implementation, we 

may anticipate the harvest's yield. The method's result is the predicted harvest for the given 

crop. 

 



 
 

32 | P a g e  
 

ii. Random Forest 

Like other ensemble classifiers, Random Forests employ a large number of decision tree 

models to create predictions. An whole fresh subset of the data is randomly selected and used 

to train each tree. The idea behind random forests is to train the trees using randomly selected 

subsets of the trees already present in the forest. Instances of classification and regression 

problems are two examples of potential uses. To find out which class each tree is a part of, we 

take the average of their votes; to do regression, we use the same approach. What follows is a 

rundown of what they did to come up with this paper. 

 

iii. KNN 

The KNN Algorithm considers the closeness of characteristics. After finishing the training set, 

we use the test set to determine how to treat a given data point depending on how strongly we 

emphasized it in the training set. Classification using KNN yields a membership prediction for 

a given class.The votes of an item's closest neighbors are more important in determining its 

most frequent group classification. One advantage of the item is that it may be used to generate 

regression output, which can predict long-term traits. For the value of k, this estimate is 

calculated as the median of the estimates of its two nearest neighbors. The Euclidean distance 

is a common distance metric used in KNN algorithms. 

 

iv. Improved Decision Tree 

Decision tree classifiers are greedy, therefore you can't utilize a feature you choose in the first 

step even if it could improve your classification in later stages. Another possible cause of 

underperformance on new data is overfitting the training data. Due of this limitation, ensemble 

models are used. Ensemble approaches average the results of several models. The output from 

an ensemble model is often better than that of the individual components. 

 

By combining information entropy according to various weights with coordination degree in 

rough set theory, they presented an enhanced ID3 method. With ID3, choosing the best feature 

is done using the information gain formula (eq. 3), however the calculation is complicated 

because of the logarithm in the procedure. A more straightforward method would allow for 

quicker decision tree construction, which is the premise upon which their study rested. This 

was accomplished by reducing the logarithmic equation of information gain to four simple 

mathematical operations, namely addition, subtraction, multiplication, and division, which 
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greatly accelerated the process of choosing a decision tree. Approximation formula of 

Maclaurin formula was used to alleviate this issue in information entropy calculation in ID3 

algorithm. A root node is chosen based on the attribute with the largest information gain, and 

shortly after, they utilized the method they inferred to calculate the information gain of all the 

characteristics. By using three different datasets, they contrasted the conventional ID3 

technique with their suggested alternative. While their system outperformed ID3 in terms of 

structure and runtime for the first two small datasets, it was unable to outperform ID3 in terms 

of accuracy. With regard to execution speed, accuracy, and tree structure, their enhanced 

method surpassed the conventional ID3 on the third, big dataset. 

 

Figure 2. Grain growth percentage and pie chart of agriculture in different state with 

respect to peanut. 

 

As a first phase in this study's data analysis, the data was classified according to several 

attributes and categories, including crop type, yield, condition, and so on. We run all the state-

of-the-art approaches and the proposed methodology through our paces to ensure they provide 

accurate predictions, and the results are shown here. 

 

TABLE. I.Percentage of Increase in Sugar Cane Grain 

State Yield  (Quintal/Hectare) 

Uttar Pradesh 448.89 

Karnataka 986.21 

Andhra Pradesh 757.92 

Maharashtra 744.01 

Tamil Nadu 1015.45 
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FIGURE 3. Sugar cane grain expansion rate 

 

Table I and Figure 3 provide numerical and visual comparisons of the sugarcane yields, in 

quintals per hectare, from the five states. Uttar Pradesh produces a meager 448.89 quintal per 

hectare of sugarcane, in contrast to Tamil Nadu's high output of 1015.45 quintal per hectare. 

 

Table. II.Andhra Pradesh's average agricultural yield per hectare (in quarts) 

Crop 

Yield (Quintal/ 

Hectare) 

ARHAR 6.42 

COTTON 17.83 

GRAM 16.69 

GROUNDNUT 11.97 

MAIZE 42.68 

MOONG 5.9 

PADDY 56 

SUGARCANE 757.92 

 

Table II and Figure 4 provide numerical and visual comparisons of the different crops 

cultivated in Andhra Pradesh. The crop rotation includes arhar (toor), cotton, gram, groundnut, 

maize, moong, rice, and sugarcane. The yield is given in quintals per hectare. When considering 
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the eight crops Sugarcane production is astronomically high when compared to moong dhal's 

output of 5.9 Q/H. 

 

 

FIGURE4. Andhra Pradesh's average agricultural yield per hectare (in quarts) 

 

Figure 4 shows a comparison of the total yield of all crops across all states, where sugarcane 

is the most prevalent crop and all others are produced in the lowest numbers. This yield is taken 

as the average total yield. 

 

FIGURE 5. Yield in quintal per hectare 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 +  𝐹𝑃 +  𝑇𝑁 +  𝐹𝑁)  (8) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦/𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃)    (9) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦/𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁)    (10) 

 

In this case, TP is when the expected occurrences are also positive. FP happens when things 

go wrong while people anticipate them to go well. When situations that should be bad really 

end up being negative, we say that they are TN. A false negative occurs when an anticipated 

negative outcome really turns out to be a positive one [7]. 

 

Table III. Matrix of Confusion Comparison of the proposed algorithm's parameters to 

those of similar approaches 

Algorithm TP FN FP TN 

SVM 78.22 21.78 18.62 81.38 

RF 81.85 18.15 19.12 80.88 

KNN 80.08 19.92 17.22 82.78 

IDT 88.54 11.46 13.69 86.31 

 

 

FIGURE 6. A Matrix of Confusion Comparison of the proposed algorithm's parameters 

to those of similar current approaches 
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TABLE IV. Comparison of the Proposed Algorithm's Validation Parameters to 

Currently Used Methods 

Algorithm Precision Recall Fscore Specificity 

SVM 80.77 78.22 79.48 81.38 

RF 81.06 81.85 81.45 80.88 

KNN 82.30 80.08 81.18 82.78 

IDT 86.61 88.54 87.56 86.31 

 

 

FIGURE 7. Examining the suggested algorithm's parameters against  

those of similar approaches 

 

TABLE V. Validity evaluation of new and established approaches 

Algorithm Accuracy 

SVM 79.80 

RF 81.37 

KNN 81.43 

IDT 87.43 
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FIGURE 8.Evaluate the effectiveness of new and established approaches 

 

Tables III, IV, and V, with the accompanying figures 6, 7, and 8, show a numerical and 

graphical comparison of the proposed algorithm's and the existing methods' accuracy. They 

also compare the proposed algorithm's Confusion Matrix parameters to the existing methods', 

as well as its Validation Parameters to the existing methods'. With respect to specificity, 

accuracy, recall, and F-score, the proposed method is clearly superior. The number of false 

positives and negatives is likewise the lowest for this. All other approaches pale in comparison 

to the proposed IDM method in terms of accuracy. 

 

IV. CONCLUSION 

This strategy is being proposed as a means to address the concerning increase in farmer suicides 

and provide them with assistance in bettering their financial circumstances. If farmers use our 

Crop Recommender system, they will have an easier time forecasting crop yields and choose 

the best crops to grow. On top of that, it tells you when it's best to sprinkle fertilizer. 

Appropriate machine learning tools were used for data collection, analysis, and training on 

relevant datasets. This article describes the suggested model in depth, detailing how it improves 

upon the Decision tree algorithm. A comparison is made between the suggested model and 

SVM, RF, and KNN. 
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