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ABSTRACT 

One of the most occurring disasters in recent times is forest fires(wildfires). Due to these wildfires, a lot of  

acres of  forest area  are getting destroyed. The significant reasons that lead to the occurrence of forest fires is 

warming due to the increase in the average temperature of the earth and human negligence. The forest fire 

plays an important role in everyone’s lives and also in our environment. Forest fire is an integral part of many 

ecosystems such as grassland, temperate forest etc. The ability to predict the area where the forest fire may 

occur will help in optimizing the situation. The paper presented the prediction of forest fire risk with the help of 

a machine learning algorithm by using meteorological data. The main objective of this paper is to predict the 

possibility of forest fire with its intensity in specific atmospheric conditions in a given location. We have made 

comparison of the performance analysis of the different machine learning classifiers. At the end of the abstract, 

we got the highest AUC value of 0.99 and classification accuracy of 0.98 using Decision Tree to predict the 

same. 
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I. INTRODUCTION 

Forest fires are a pre-eminent intrinsic phenomenon, especially occurring during summer [1][2]. Forest fires, 

frequently effective in regions with hot, sun-baked or Mediterranean climates, present a threat to life and 

enduring infrastructure. In addition, the after-effects of forest fires can have other wide-ranging repercussions. 

For instance, forest fires have a widespread effect on many chemical, mineralogical, and biological soil 

possessions[3][4]. Fatalistic effects caused by high levels of burn extremity include noteworthy removal of 

biological matters, worsening of both soil structure and permeability, notable loss of nutrients through 

evaporation, lixiviation, and erosion. Also, the release of precarious chemicals remarkably impacts human 

health and escalate the risk of future diseases. Therefore, the capability to prognosticate fire progression and 

area burnt is critical to all forest conflagrations‟ immediate and comprehensive consequences. Prompt diagnosis 

is the main element for a fortunate firefighting[5]. After all, conventional human monitoring is costly and is 

hugely affected by impressionistic factors, there always has been a significance to come out with automatic 

solutions[6][7]. These can be classified into three major groups: satellite-based, infrared/smoke scanners and 
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local sensors (e.g. meteorological). 

Satellites have accession costs, and the resolutions of the satellite photographs are not sufficient for all cases. In 

addition, scanners are also having high equipment and perpetuation costs. Arguably temperature and air 

humidity are the two most important factors which influences fire contingency[8][7]. Now that meteorological 

stations are available, data can be accumulated in real-time and are very cost effective[9][10]. Earlier, all these 

meteorological data used to be integrated into numerical indices, which are used for interception of fire danger 

and are used for interception of fire danger and support fire management resolutions such as prioritizing the 

necessary guidelines for safe and secure firefighting. In earlier days, different weather parameters were mostly 

collected manually in weather stations[9][11]. These indexes have been highly used worldwide in recent times, 

even if the climate differs from that of Canada. The FWI system corresponds with the fire activities in most of 

the European countries[12][13]. The dataset we have used is the meteorological data collected from Montesinho 

Natural Park, Portugal. 

Objective: As there is no such literature that predict the depth of risk for this forest fire specifically the 

objective of this work is to predict the risk of forest fire by identifying the particular area as highly prone, 

moderately prone, low prone and no fire prone area. 

Present Research: In this paper, we have used different Machine learning classifiers to predict the high risk 

zone as well as moderate, low and no risk zone also. Here a comparative study also has been done to understand 

which algorithm works best to predict forest fire with greater accuracy. 

Contribution: This work can detect highly prone, moderately prone, low prone and no fire prone area. And it 

can predict for the same if different attribute are input to it. 

Structure of the Paper: 

Section 2 describes the background with a literature survey, AI models, and statistical parameters in this paper. 

section 3 describes the methodology, section 4 describes results with discussion, and section 5 concludes the 

present work. 

II. BACKGROUND 

 

2.1. Literature Review 

In this section, we reviewed some literature and then we explained some AI models, specifically Machine 

learning models for classification. In the last part of this section, some statistical parameters are specified, which 

will be used for evaluation. Bui et al. [14] proposed a new ML methodology that is used to analyze and predict 

Forest fire spatial patterns with the case study of Vietnam. They have used the accuracy, AUC and some other 

statistical parameters to evaluate their model. They got an accuracy of 86.57% and AUC as 0.91. Tehranyet al. 

[15] designed a susceptibility map of a forest fire with some comparative case studies of some area of Vietnam. 

They used LEDT (LogitBoost ensemble-based decision tree) and got a good result. Phamet al. [16] evaluated 

different classifiers „ability to predict forest fire susceptibility. They got the AUC value of 0.96 using Bayes 

network and 0.94 using the Decision Tree model. These two are the first and second highest values of their 

evaluation parameter. They claimed that their model is very robust. There is no such literature which predicts 

the depth of risk for this forest fire specifically. For that reason, the objective of this present work is to predict 
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the risk of forest fire by identifying the particular area as like highly prone, moderately prone, low prone and no 

fire prone area. 

 

2.2. AI Models 

Decision Trees 

The tree has two entities, namely nodes and leaves. The leaves are the final decisions or the last results. In the 

places where the data is divided, the nodes are present. 

KNN 

K-Nearest Neighbor is a very basic Machine Learning algorithm that is used for classification. It works in the 

supervised learning domain. 

SVM 

SVM is used to train the model with training data by supervised learning, and the algorithm gives an optimal 

hyper-plane as output which gives good results for new test examples. 

Naïve Bayes 

Naive Bayes is a very powerful algorithm for all types of the classification task. Even if we have been working 

with millions of data with very few attributes, it is told to apply Naive Bayes. Naive Bayes gives very good 

results when it is used for textual data analysis, such as NLP. 

2.3 Statistical Parameters 

Following are the few statistical parameters that will be used to evaluate the classification result of this present 

work. 

AUC: Area under curve. 

CA: Classification accuracy. 

F-1: Harmonic mean of precision and recall, which is weighted. 

Precision: The ratio of true positives among positive instances. 

Recall: The ratio of true positives among all positive instances in the data. 

 

III. METHODOLOGY 

  The methodology of machine learning technique 
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3.1 Dataset description 

 

For the current Research work We are building our own dataset. Factors in the dataset include oxygen, 

temperature, humidity, and fire occurrence. We summarized the attributes and corresponding values. 

Applying machine learning techniques 

Once the data is ready for modelling, we apply the most popular prediction In logistic regression, we fit a "S" 

shaped logistic function, which predicts two maximum values, rather than a regression line (0 or 1). algorithm 

Logistic Regression to predict the forest fire. 

Logistic  Regression 

One of the most often used Machine Learning algorithms, within the category of Supervised Learning, is 

logistic regression. With a predetermined set of independent factors, it is used to predict the categorical 

dependent variable. 

The output of a categorical dependent variable is predicted via logistic regression. The result must thus be a 

discrete or categorical value. It can be either True or False, Yes or No, 0 or 1, etc., but rather than providing the 

precise values of 0 and 1, it provides the probability values that fall between 0 and 1. 

The main difference between linear regression and logistic regression is how they are used. In order to solve 

regression issues, one uses linear regression, whereas classification difficulties are solved using  

Logisticregression. In logistic regression, we fit a "S" shaped logistic function, which predicts two maximum 

values, rather than a regression line (0 or 1). 

Although it goes by the name of logistic regression and is used to classify samples, classification algorithms are 

what it comes under since it employs the notion of predictive modelling as regression. 
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Types Of Logistic Regression 

On the basis of the categories, Logistic Regression can be classified into three types: 

 Binomial: In a binomial logistic regression, the dependent variables can only be one of two potential kinds, 

such as 0 or 1, Pass or Fail, etc. 

 Multinomial: In multinomial logistic regression, the dependent variable may be one of three or more potential 

unordered kinds.  

Ordinal:In ordinal Logistic regression, there can be 3 or more possible ordered types of dependent variables, 

such as "low", "Medium", or "High". 

 

Algorithm of Logistic Regression 
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Dataset  preprocessing 

A. Identify the Headings 

Data pre-processing is a data analysis technique used to convert the raw, manageable data into a useful and 

organized format. 

1. Data Cleaning: 

The data generally has many irrelevant and useless parts in it, and sometimes data can also be empty. To handle 

this, data cleaning is applied. It takes missing data and noisy data etc. 

 

2. Data Transformation: 

Data transformation transforms the data in the correct format suitable for the data mining process. 

 

3. Data Reduction: 

Data mining, a technique, handles a huge amount of data which is sometimes very hard to work with in some 

cases. To get rid of these unnecessary data, we use data reduction. It increases the storage efficiency and reduces 

analysis costs. 

 

IV. RESULT & DISCUSSION 

The dataset contains factors like oxygen, temperature, and humidity, which are the main factors that contribute 

to forest fires. By providing these values to the webpage (or) algorithm, the machine predicts the forest fire and 

outputs values between 0 and 1. This raises the question: Why does the machine predict values between 0 and 1 

when the majority of probability is between 0 and 1? Because the algorithm we used is logistic regression, 

which predicts values between 0 and 1, the machine will respond The user must input the values into the model 

in order for it to predict the values and inform you whether the climate is nice or not. If the prediction is below 

0.5, it is low; if it is above 0.7, there is a greater likelihood of a wildfire; and between 0.5 and 0.7, it is moderate. 

In this research, the machine only simply predicts the values; it does not intimate you whenever you want. A 

wildfire is more likely to occur in the summer and less likely to occur in the winter. 
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V. CONCLUSION 

 

In this research project, we utilised logistic regression to forecast forest fires. Since logistic regression primarily 

relies on probability, the numbers that should be entered into the webpage we constructed in order for the 

algorithm to function properly are temperature, humidity, and oxygen.Because of temporal variations, these 

values do not remain constant. Because of the dynamic environment, unpredictability, and change of factors like 

humidity and temperature, predicting forest fires is a difficult endeavour. Accurate fire probability forecasting 

helps forest managers create more effective firefighting plans and restructure existing regulations for the 

sustainable management of forest resources. 
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