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ABSTRACT 

Most of the smartphone users prefer to check news through social networks on the internet Informative sites 

publish information and provide verified sources. The problem is how to check the information and articles 

posted on social networks such as WhatsApp companies, FB pages, Twitter and other microblogging and 

social networking sites It is very dangerous for society to treat rumors and lies as news The need at the moment 

is to guard against rumours, especially in developing countries like India, and to focus on proper and verified 

news stories. This article presents a model and a method for detecting misinformation. Using systems research 

and Naive Bayes, we strive to gather information and then decide whether the information is true or false. 
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I. INTRODUCTION 

Although accuracy of information on the internet, especially on social media, is becoming more and more 

important, web-scale statistics make it difficult to recognize, assess, and rectify such material, or so-called 

"fake information," that is included in these systems. In this paper, we recommend how to identify "false 

information" and how to exploit it on Facebook, one of the most well-known online social networking 

platforms. However, due to the widespread use of social media, this material may be generated and altered by a 

small group of people working together. 

Social media sites like Facebook and Twitter have made it possible for all kinds of dubious and false "news" 

content to spread without being properly regulated. Due to social media users' propensity to accept as true 

whatever their friends and family post and whatever they read, false information can spread quickly through 

various platforms and gain credibility. 

In recent years, researchers have tried to identify problems with fake news and its credibility on social media, 

particularly Twitter, YouTube, Facebook, and TV. Data are analysed to determine user sentiments, system 

natural phenomena, global events, and satisfaction with healthcare service users. These community interactions 

make it possible to extract priceless submit functions while also gaining from the interactions inside the 

community. This note discusses the characteristics, sub types, and detection methods of fake news. The proper 

causes of false news may serve as a road map for future study on fake news detecting programme. The 

challenges caused by fake information on social media are discussed, along with the benefits and drawbacks of 

conventional phoney information identification. However, there are several issues with the fake news detecting  
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social media presence that require further investigation. In the end, this research will aid in the selection of 

suitable tactics to be used for the global identification of fake information from the associated real-time social 

media dataset. It will raise users' awareness of their use of a variety of social media platforms for 

communication and data sharing. 

 

A. NAIVE BAYES CLASSIFIER  

A group of classification algorithms built on the Bayes' Theorem are known as naive Bayes classifiers. Instead 

of being just one algorithm, they all follow the same fundamental principle. For example, each feature pair that 

is being recognized is distinct from the others. Naive Bayes classifiers are a distinct family of simple 

probabilistic classifiers used in machine learning that are entirely dependent on applying the Bayes theorem. 

The likelihood that a certain record or record factor belongs to a specific elegance is one of the relationships it 

predicts for each elegance. 

 

B. RANDOM FOREST 

 It can be applied to problems with Regression in ML and for each category. It is mostly based on the idea of 

machine learning.This technique is used for integrating different classifiers to decrease the  complexity 

problems and increase the executio of the model as a whole. 

owing to the call's description: "Random Forest is a classifier that consists of some decision trees on varied 

subsets of the supplied dataset and takes the average to boost the predictive accuracy of that dataset." Instead of 

relying solely on one decision tree, the random forest makes use of predictions from all of the trees and 

calculates the result based on the votes of the majority.   

                                              

C. SUPPORT VECTOR MACHINE (SVM) 

SVM is another fantastic approach for extracting the input data by binary class. The task in the suggested 

approach is to categorizes the entity into two classifications, real or phoney. supervised machine learning 

approachie,  a support vector machine can be applied to both regression problems  and classification . The main 

concept behind it is to find the hyper-plane that separates the dataset into different classes. These Hyper-planes 

are decision barriers that aid in classifying the data or data points for the machine learning model. The 

following figure shows how using hyper-planes, the data point is classified 
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II LITERATURE SURVEY 

 

 

III MODEL TRAINING 

The gathered features are supplied into various classifiers in this module. We utilised Multinomial Naive Bayes 

and Logistic Regression from SciKit Learn. In order to provide the user with findings that are more accurate, 

this computational tool employs two separate classifiers. The predictions from both classifiers are displayed on 

the output page. 

Logistic Regression 

Another important  algorithms in supervised classification is logistic regression. For the  collection of features 

‘X’ in a classification issue, the output variable ‘Y’ can only take discrete values. 

LR(z)=1/1+e^z 

Only when a decision threshold is included does logistic regression become a classification approach. The 

logistic regression's key element, the threshold value, is determined by the classification problem itself. The 

optimum threshold value for logistic regression, according to the feature selection employed for this data set, is 

0.6. 

Here, 80% of the dataset's data is used for training the classifier, and 20% of the data is used to testing the 

classifier which giving us a mean score of 0.93 and a highest score of 0.94. 

Multinomial Naive Bayes  

Multinomial The bag-of-words method is employed by Naive Bayes, where the person The words in the 

document make up its features; the sequence of the words is unimportant. This form of communication is 
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different from the way we normally talk. It approaches language as if it were just a bag of words, each message 

being made up of a haphazard mix of them. The Naive Bayes method, which is based on the Bayes theorem, 

takes the stance that every feature in the dataset is independent of every other feature. No correlation exists 

between the likelihood of one feature occurring and the likelihood of the other feature occurring.It is used in a 

variety  of industries because of it’s reliable, easy to use, rapid in functionality. 

EXISTING SYSTEM 

A family of algorithms rather than a single method, with the unifying precept being that each pair of functions 

being classified is independent of the others. It currently boasts 88% accuracy in detecting fake news, which is 

widely used. Because it presumes that each input variable is independent of the others, naive Bayes is given its 

name. that is a bold assertion that is unfounded by actual data 

LIMITATIONS OF EXISTING SYSTEM: 

a) Sometimes it may shows false results. 

 

II. PROPOSED SYSTEM 

Given how difficult it is to identify and detect fake news on social media, a viable strategy must incorporate a 

variety of tactics to address the problem. This is why the suggested method combines a logistic regression 

model with a Naive Bayes classifier. 

Although each of these methods can be used individual to classify, spot the fake news, they have all been 

combined into one method to increase precision ,then make them applicable to social media. 

ADVANTAGES: 

a). High accuracy results obtained due to combined use of 2 classifier.   

b). User Input can  be in Text Format 

 

SYSTEM ARCHITECTURE 

 

Firstly we give input via text or Voice. Then voice  

gets converted into text. Then the text is passed through 2 different classifiers namely naive bayes 

and Logistic regression. The results from both the 

Classifiers are compared. Then we get output as 
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True or false. 

 

III. CONCLUSION 

As was previously said, the idea of deception detection on social media is very novel, and research is now 

being conducted in the hopes that experts may discover more precise methods to identify incorrect information 

in this burgeoning, fake-news-infested field. This study may therefore be used to assist other researchers in 

determining the best mix of techniques to employ in order to precisely identify bogus news in social media. 

This study's proposed strategy is an idea for a more accurate false news detection algorithm. 

the logistic regression and Naive Bayes classifier suggested technique, It's crucial that we have a system in 

place for identifying false news, or at the very least, that we are aware that not all of what we read on social 

media is necessarily true. 
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