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Abstract 

In this article, uniform LBP texture features have been used for face detection. Even though 

LBP features are old, uniform patterns are observed and fed as feature vectors to the SVM 

Classifier. To understand the robustness of LBP features, Gabor features are also computed and 

evaluated using the classifier. In learning the features, 3000 facial data images are segregated 

as 60% for training and 10% for validation and the remaining data is used for testing. The 

experimental results show good results of improvement of 10% in comparison to Gabor 

features. 

 
I INTRODUCTION 
 

The face of a human being conveys a lot of information about identity of the person. 

Facerecognition is an interesting and challenging problem, and impacts important applications 

in many areas such as identification for lawn for cement, authentication for banking and 

security system access, and personal identification among others. In our research work mainly 

consists of three parts, namely face representation, feature extraction and classification. Face 

representation represents how to model a face and determines the successive algorithms of 

detection and recognition. The most useful and the face an disused to measure similarities 

between images impacts important applications in many area such as identification for lawn 

forcement, authentication. Modern Civilization heavily depends on person authentication for 

several purposes. 

A novel descriptor based on local binary pattern texture features collected from local facial 

regions is presented in this research. The eigen features method described by Pentland was 

one of the first face descriptors based on information derived from local regions. Finding 
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effective descriptors for face appearance is a fundamental topic in face analysis. Different 

holistic methods have been studied extensively, including principal component 

Analysis(PCA), Linear discriminant Analysis (LDA), and the more recent 2D PCA, but local 

descriptors have recently gained attention due to their robustness . 

  
 

Figure 1. PCA transformation applied to a two dimensions example 

Figure 1 is intended to give an overview of the PCA transformation with a two dimension 

example, where it can be observed that eigenvectors describe the principal directions, and the 

eigenvalues represent the variance of the data along each principal direction 

 

Figure 2. Dimension reduction and PCA back-projection 

Figure 2 show the result of reducing data dimensionality (setting λ2=0) and back- projecting to 

the initial space. The result is an approximation of the original data without redundant 

information and the lower the eigenvalue λ2 the better the estimation. 

 
Proposed Model: 
 



 
 

1071 | P a g e  

 

II PROPOSED METHOD 

 
A schematic of the proposed face recognition system is illustrated in Fig. 1. It consists of three 

main modules: dataset,feature extraction, and classifier. In the beginning, the dataset was split 

into training and testing data. Afterwards, we carrieda learning process that creates an output 

of a system model. Eventually, we evaluated the system performance with the testing data and 

the previously derived model. 

A. Dataset 

1. Face Image Databases 

As it is explained, there are several face detection methods in literature. However, little attention is 

given to the development of an image database for face detection. Face data bases are important 

because they are necessary for most methods which need to be trained with a training set. If effective 

face database is constructed, face detection methods may give better results, so face databases are 

important to test the detection methods. Face detection methods are giving different detection rates 

when they are tested with different databases. When two or more face detection methods are wanted to 

be fairly compared, they should be tested with the same database [1]. So it can be concluded that some 

methods are effective with specific data bases. Some of the existing face databases are discussed 

below. 

2. The Color FERET Database 

The FERET database [56] was collected in 15 sessions between August 1993 and July1996. 

The Data base contains 1564 sets of images for a total of 14,126 images that includes 1199 

individuals and 365 duplicate sets of images. A duplicate set is a second set of images of a 

person already in the database and was usually taken on a different day. For some individuals, 

over two years had elapsed between their first and last sittings, with some subjects being 

photographed multiple times. This time lapse was important because it enabled researchers to 

study, for the first time, changes in a subject’s appearance that occur over a year. 

3. The Yale Face Database 

Yale Face Database [62] contains 165grayscale images in GIF format of 15 individuals. There 

are 11 images per subject, one per different facial expression or configuration: center-light, 

w/glasses, happy, left-light, w/no glasses, normal, right-light, sad, sleepy, surprised, and wink. 
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B. Local Binary Pattern (LBP) 
It is a popular technique used for image representation and classification. The most common 

approach however dictates that each 3x3 window in the image is processed to extract an LBP 

code. The processing involves thresholding the center pixel of that window with its 

surroundings pixels using the window mean, window median or the actual center pixel, as 

thresholds. Now, we are going to explain about how LBP works. 

The original LBP computes a local representation of texture as a result of comparison of 

each pixel with its surrounding neighborhood as illustrated in Fig. 5. Each pixel is 

compared with its eight neighbors in a 3x3 neighborhood. The local representation noted 

with 0 if the value of centre pixel is greater than the neighbors, and 1 if it is smaller or equal 

than neighbor pixel value. The result of this comparison storedby its order into several digits 

and became a binary number. 

Example 

LBP Labelling 
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C. Support Vector Machine (SVM) 

A Support Vector Machines (SVM) classifier is selected in order to train and detect frontal 

faces. This classifier is selected due to its well standing in statistical theory and since it has 

been successfully applied to various detection tasks in computer vision. A special property of 

SVM is that it simultaneously minimizes the empirical classification error and maximizes the 

geometric. Therefore, it is also known as maximum margin classifiers. A support vector 

machine constructs a hyperplane or set of hyperplanes in a -high or infinite-dimensional space, 

which can be used for classification, regression or other tasks. 

An hyperplane is selected called as Optimal Separating Hyperplane (OSH), which minimizes 

the risk of misclassifying the images in the training set and input test image data set and 

should minimize the classification error. A solid hyperplane (OSH) is separating training data 

of class 1 and 2, outliers are handled by means of soft margins. 

 
 
 

D. GABOR FILTER 

In appearance-based face detection methods, a window with a predefined size, scans the 

image for each location and categorizes current region with a classifier as face or non-face 

region. To categorize the sub images, the classifier first needs to be trained. Facial features are 

constructed from images which are separated before a face and non-face images, is used to 

train the classifier. And then it can be said that the system is ready to detect the faces in the 

input images. When an image is given as an input, a window scans it and for each location a 

facial features are constructed and then with respect to these features classifier determines if 

current sub image contains a face or  not. 

In this thesis support vector machine is used as classifier and Gabor filter is used for feature 

extraction. Moreover, Principle Component Analysis (PCA) method is used to reduce the 
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dimensionality of feature vector to minimize the complexity and the computation cost. 

 

The real part of the Gabor filters with five frequencies and eight orientations 

  

Face sample image and its forty Gabor filtered images 

RESULTS 

This system detects faces by normalizing an image pattern at 19 x 19 and classifying them 

using SVM to determine the appropriate class (face/non-face). We use 1000 images to extract 

face samples, which contain 1000 real faces from Bio ID database. Moreover, we use 471 face 

images from CMU database. Each manually cropped face box is normalized into 19 ×19pixels 

and gives one face sample. For non-face patterns 2500 non-face images are used from CMU 

Data base. We can divide our system into two parts; first is training and second is test part. 

Fig1                                                                                 Fig2 
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Fig3 

Objective Analysis for Face Detection: 
 
 

Method Accuracy 

Gabor Filter 87.24 

LBP Features 94.17 

 

Accuracy noted by using Different Methods 

 
 

CONCLUSION 

Face Image can be seen as a composition of micro patterns of texture where 58 uniform patterns 

are observed along with a non-uniform pattern. Even direct application of Principle 

Component Analysis (PCA) also fails to detect facial images. Similarly, Gabor’s features are 

showing poor performance. With a little effort of 59 LBP features, there is a good 

improvement. All these features are passed through a unique SVM Classifier to apply similar 

conditions to it. Both subjective and Objective analysis has been carried out. 
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