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Abstract 

This paper emphasis on the “Data Analytics Concepts”. Albeit, various authors dealt with this, the underlining 

principle is that to eliminate the real-world problems and the uncertainties in every stage, how the predictive 

analytics is used for optimization problems using soft computing and swarm intelligence algorithms. The 

application of Swarm, prediction has been used in the context of forecasting problems. Predictive analytics give 

importance to forecasts, which is uncertain, whereas the Swarm Intelligence Approaches with high dimensionality 

and dynamic language of data.  In this concept, data are being analyzed properly, where exploration and 

exploitation are fully optimized.  There are few characteristics that provide single optimization and multi-objective 

optimization viz., for many domains. The objective of this paper is to identify the different perceptions and views that 

made to optimization and accuracy for COVID19 prediction especially using clinical findings which is the need of 

the hour due to severity increases one after another in covid which is becoming more challenges for health care 

community. 

Keywords: Classification, Covid 19, Data Analytics, Fuzzy, Meta Heuristics, Prediction, Swarm 

Intelligence 

 

1.0 Introduction 

Problem needs either optimized or accurate solution. But in the process of finding solution for a problem it 

is better to get highly achievable performance with most cost effective and less time-consuming process. This can be 

achieved by minimizing the unwanted factors and maximizing the most desirable factors.  Real life problems are 

having complexities like conventional, linear, nonlinear, discontinuous, discrete, equality and inequality constraints 

etc. Always conventional methods may face difficulties in finding optimal solution. There are various optimization 

problem types like continuous or discrete, unconstrained or constrained, single or multiple-objective, deterministic 

or stochastic problems. Mostly real-world problems are continuous, constrained, multi-objective and stochastic in 
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nature. To focus on an extensible data analytics[17] platform Data Analytics will help find the insight hidden in the 

data. 

It gives us an analysis based on historical/statistical data[18].  For any type of problem, albeit, in predictive analysis, 

the applicability of the Methodologies using either Mathematical and Statistical Tool, Soft Computing, or Social 

Computing Model, may provide us with the optimal solution. In recent technologies, data has become more 

accessible and ubiquitous therefore there are many tools to convert data into useful and actionable information. To 

analyze the data, the basic step[1] is to perform certain cautions on the available related historical data. 

Steps for analysis are 

 1. Collect the data  

 2. Clean up the data  

 3. Analyze the data using a suitable model 

 4. Predict the future 

 5. If more data is available then analyze the data frequently to increase the confidence, then the more accurate 

prediction will be identified. 

 

Fig 1 

The above image Fig 1 explain the steps for analysis. From the transformed data, by applying proper interpretation, 

useful knowledge like pattern analyzing, pattern and knowledge discovery etc., are obtained for prediction and 

prescription about the future. In the domain of covid 19 the data are available and according to the objective, 

suitable predictive model is applied on it and able to predict the output for the problem. 

Predictive analytics[16] used many optimization techniques from data mining statistics, machine learning, soft 

computing, and artificial intelligence especially swarm intelligence[22]. It analyzes the current data to make 

predictions of the future. It gives accurate insight into any question and allows users to create forecast. For every 
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individual objective value is calculated, then make the relationship between the individual and it will choose which 

solution is better among them.   

Analytics can be done by creating a model. Predictive analytics is also executed with the help of predictive models. 

Every model needs standardized data where data is the feed to predict the future. It can be a historical or 

transactional data. Every data set can be categorized & belonging under either structured, unstructured and semi 

structured. Initially it is necessary to identify where the problem occurs, what kind of problems in which domain, 

then data is to be collected according to its domain. Then it must find the analytics techniques suitable for it to find 

the solution that will be applied. So that, using current data, analyze and make predictions about future. 

2.Related Works:  

The objective of this study is to understand the design and application of a prediction algorithm that is used for early 

prediction of covid 19 for any corner of the world. Such that the list of objectives that are observed in this study are 

discussed for further analysis. 

.  

Fig 2 

This paper is going to discuss the survey with the following factors.  

a. Various authors and their perspectives on covid 19 analysis and their objectives. 

b. Different types of datasets used for covid 19 analysis. 

c. Role of feature selection on datasets in covid 19 analysis. 

d. Different bio-inspired algorithms which may be suitable for covid 19 analysis. 

e.  Performance analysis of all the works based on accuracy as metrics in analysis.  

f.  Number of papers which has been using bio-inspired, fuzzy logic, standard classification model.   

While searching with the keywords Classification, Prediction, Forecasting and Optimization, around 9000 papers 

were collected. We tried to classify the papers with filters especially with covid 19, machine learning models, 
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datasets etc the following graph represent the complete details about the publications.  More than 120 were finally 

selected. Among them, 69 papers were selected under prediction, 32 papers under classification, 8 papers under 

optimization and 20 papers under Forecasting. These papers impacting the following concepts with certain 

objectives. They split under various sections as below (Fig 2) 

 

2.1 To identify a different motive in the perspectives of different authors 

      Various objectives made by the authors on covid 19 analysis are: 

1.   With covid positive, predict cured, death using Random Forest 

2.   Prediction of covid high risk using clinical findings with the help of classification algorithm 

3.   Prediction of covid using clinical findings with the help of classification models 

4.   Prediction of survival and death rates using classification algorithm by identifying correlation between attributes 

5.   To predict covid death using deep learning, features (where combining features converted into categorical values 

0 or 1) 

 

Fig 3 

The above flowchart (Fig 3) clearly explains how the paper carried out the survey 

6.    Due to infection spread, how covid became positive using optimization algorithm framed as, hybridizing with a 

deep learning algorithm.  
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7.   Early prediction of covid patients and identifying dangerous features that made the patients to death using 

descriptive analytics 

8.  Forming clusters of clinical features and identifying effects of it on patients using descriptive approaches. 

9. To improve the reliability of prediction with the help of impact scenarios in past used for future prediction using 

Particle swarm optimization 

10. To identify the right treatment for the right patient(covid) using fuzzy set theory. 

 

2.2 Different types of datasets used for covid 19 analysis 

Various researchers have studied the influence of Demographic, Cohort, Epidemiological, Clinical factors on the 

domain covid 19 and its prediction. Every dataset has various kinds of features Outcomes and accuracy will be 

changing according to the model that is applied to it. The following table(Table 1) clearly explains how various 

authors handled the dataset and their work for feature extraction/ feature selection.  

 

S.No. Source Features of covid in the dataset Keywords Outcome / 

Accuracy 

1 Kaggle[39] Date,time,Confirmed state,confirmed 

national, confirmed international 

coronavirus; COVID-19; 

respiratory tract; multi-class 

classification; random forest 

RF- 83.54 

2 Github 

Wolfram[50] 

Patient id , age, sex, province, country, 

dataonset symptoms, 

data_admission_hospital, 

date_confirmation, symptoms, lives_in 

wuhan, travel_history, 

travel_history_location, 

chronic_disease, outcome, 

date_death_or_discharge, notes for 

discussion, location,country_new, 

admin_id 

COVID-19, machine 

learning, deep learning, 

pandemic, rare event, 

fatality prediction 

Deep learning, 

metrics- accuracy. 

Number of 

hospital resources 

required in the city 

are identified. 
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3 Github 

https://github.co

m/burakalakuss/

COVID-19-

Clinical[40] 

Patient_id, age, hematrocit, hemoglobin, 

platelets, red blood cells. Lymphocytes, 

Leukocytes, Basophils, Eosinophils, 

Monocytes, serum, 

Glucose,Neutrophils, Urea , Protein, C-

reactive, Creatinine, Potassium, Sodium 

Alanine transaminase, Aspartate 

transaminase,label 

SARS-CoV2, COVID-19, 

coronavirus, deep learning, 

artificial intelligence 

92.30% 

(identifying the 

severity of illness 

is done) 

4 Hospital dataset 

(china)[41] 

Myo, CD8, age, LDH, LMR, CD45, 

Th/ts, dyspnea, NCR, D-Dimer, CK 

COVID-19, Patient 

outcome, Descriptive study, 

Random forest algorithm 

Accuracy 

predicted as 86.6 

5 PubMed, IEEE 

Xplore, Google 

Scholar, Science 

Direct[42] 

Types of Treatment , Around 7 types of 

treatment were discussed through 

Allopathi and 5 types of approach  were 

discussed through Ayurvedha. 

 SARS-CoV-2; hesitant 

fuzzy linguistic term sets; 

computational based, AHP-

TOPSIS method, Course of 

Treatment, Drug 

Prioritization, Treatment 

selection. Multi Criteria 

Decision Making, 

Computational Modeling. 

Disease, COVID-19 

The results 

obtained by 

HFLTS-AHP-

TOPSIS and 

Fuzzy-Delphi-

AHP-TOPSIS 

have a linear and 

continuous value 

calculation 

without any 

sensitive 

fluctuation 

6 Hospital , 

directly from 

patients @ 

china[43] 

Age, Comorbodities, RALE score and 

biomarkers of Systematic hyper 

inflammation namely Lymphopenia, 

elevated LDH, D-Dimer 

 

 

COVID-19 ARDS Infection 

RALE score 

Identified risk 

factors of the 

patients 

7 Github 

China[44] 

Clinical- 33 symptoms were notified COVID-19 Epidemiology 

Clinical features Pneumonia 

SARS-CoV-2 

Patients need ICU  

or NON ICU care 

is pointed out 
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8 Hospital 

@China[45] 

Id, country, date, summary, location, 

country, gender, age, symptom _onset, 

Hospital_visit_date, International 

Traveller, Domestic traveller Exposure, 

start date, Exposure _end, visiting 

wuhan, death, recovered, symptom and 

source 

COVID-19; linear and 

logistic regression; DT; 

KNN; SVM; SVM with grid 

search 

Required High 

PIH and old age 

leads to death. 

9  PSO 

USA[46] 

Socio-economic, political factors SARS-CoV-2; COVID-19; 

SEIR modeling; Italy; 

stochastic modeling; swarm 

intelligence 

State wise 

prediction is local 

best and nation 

wide prediction is 

global best when 

dealt with PSO 

10 Hospital, Spain 

[47] 

P-die, superspreader, superspreader rate, 

P_reinfection, isolation, travel, 

socialdistance, pandemic duration , 

strains 

metaheuristics; soft 

computing; deep learning; 

big data; coronavirus 

Coronovirus 

optimization 

algorithm 

11 Hospital, 

Newyork[52] 

40 features (both clinical, and other  

health characteristics 

13 characteristics only 

selected  

Hospital course of 

the patients. 

Table:1 Data set and its features based on authors handling on covid 19. 

 

                                                                Fig 2 
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In standard datasets, the dataset related to Location based, clinical based, covid severity based, treatment types and 

also X ray or CT images related to dataset for Prediction, ICU requirement, Mortality Prediction etc were analyzed 

for survey analysis. Every dataset and the analysis have different motive to perform. But every motive leads to the 

prediction of covid and severity. Number of papers found based on above distributed information are expressed in 

graph (Fig 2)  

 

2.3 Role of Feature Selection on datasets in Covid 19 Analysis 

In a dataset, before applying classification / clustering it is very much necessary to do feature selection [23] or 

feature extraction. Since feature selection is needed for two main purposes like 1. Less number of features 2. High 

dimension to analyze data. 

When there is a smaller number of features then less time for training the algorithm will be taken. If dimensions are 

high, then scatter plots cannot be seen clearly. In covid 19 analysis, every dataset contains more than 10 number of 

features. Some times its exceeding 30 to 40. It is possible to do feature selection which can resultant in better output 

in prediction. 

Normally data sets include umpty number of attributes, and many attributes are irrelevant and redundant. Using 

filter based/embedded based / wrapper-based technology feature selection can be applied. But it requires some 

intelligent method like swarm intelligence [27] for evaluation functions. The swarm search can provide the best 

possible length of the feature set. Selection is one which requires more desired step for optimization in every 

problem. Every feature is to be identified which incorporates or influence more on other features or data fields, so 

that the output will be triggered and able to get the best solution. Analytics and statistical models and methodologies 

have applied on data, it can be made it as KPI which is used for interpretation and decision making. All recent years, 

analytics methods are applied on massive datasets instead of small datasets. 

In covid 19 analysis, feature selection is playing the important role. Before applying the model on the [39] dataset, 

feature selection is applied using random forest algorithm. Among 8 features, 5 important features were selected for 

classification model to predict death cases. In anomaly detection problem of covid 19[50], the original dataset is 

filtered by feature extraction, and autoencoding model is applied to offer a solution for the problem. It is training the 

model using normal data, later it is able to identify the rare event occurring. While doing covid 19 prediction using 

clinical findings[40], feature extraction can be done at convolution layer in CNN a deep learning model learned 

automatically. So that dimension of the data is reduced. Random forest classification model is applied on dataset at 

[41], in which variable selection (feature selection) made as optimal selection which increases the prediction rate 

and reducing the error rate. 
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2.4 Different Bio Inspired algorithms which may be suitable for Medical Dataset Analysis 

There are various evolutionary and bio-inspired algorithm are available for global level optimization. When the 

prediction on state-wise is predicted as local search space, it can be applied to nation-wise and made as global search 

space to get global optimal solution. This kind of prediction model comes under swarm intelligence. Swarm 

Intelligence was initialized introduced by Gerardo Beni and Jing wanPSg in 1989. Mainly swarm intelligence 

approaches are playing the important role in optimization. 

Its basic features are  

1. Nature-inspired 

2. Population-based 

3. Dynamic 

4. Uncertainty 

5. Real-time 

6. Multiple Neighborhood 

7. Memory Usage Methods 

Nature-inspired algorithm: A Central concept in Multi-Objective Optimization is Pareto optimality representing a set 

of non-dominated optimal solutions. Different studies of Computer Science, Mathematics and Biology takes the 

advantage of Bio-Inspired Computing.  It is also an emerging approach apart from traditional approach.  Bio-

Inspired approach is used for solving complex optimization problem. There is list of various Nature-inspired 

algorithm like [5] [8]GA, FSA, CSO, WOA, AAA, ESA, CSOA, MFO, GWO. 

Artificial Bee colony algorithm [23] is used to apply for both data learning and feature selection. And its 

performance is evaluated with parameters such as accuracy and complexity. It is used to select related/ linked 

features.  The feature selection is used to remove irrelevant feature so that it is able to reduce the dimension of the 

model. By reducing space complexity, computation time will be reduced. 

PSO [3] is applied on particle and able to find the local best and global best. Global best value is updated from the 

best among the local best solution satisfied by the fitness function. This process is repeated until the cheapest value 

is received. Cuckoo Search Algorithm (CSA [13]) is able to solve multi objective problem. For example, in 

prediction to get minimum cost and lead time, it is necessary to select the resources like multi product and multi 

delivery. This algorithm improves and produce powerful result for pareto solution. Modified CSO also proposed by 

adding certain variable in random to improvise the solution at the tracing mode. So that it gives more optimized 

solution than just CSO/ GA solution. 

In Cat Swarm Optimization [10] (CSO), there are nodes of cats like searching and tracing where memory is needed 

to store the updated best solution among all the cats. It is re-evaluated using fitness function if the termination node 

is reached it reports the best position, if not again the cats move towards the seeking mode and continued till the 

required criteria is satisfied. Cat generally search for prey randomly and move towards the search space.  The 
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optimal solution is achieved, as the best position of one of the cats.  It is the collaboration of multi swarm algorithm, 

and it behaves intelligently, to find the best solution of the optimization problem. 

The Elephant search swarm optimization[7] represents the search agents to perform the tasks of exploration and 

exploitation which is needed in Meta Heuristic [19]Algorithm to find the optimal solution. In EHO, the elephants 

can be updated by updating operator followed by separating operator. A novel nature-inspired algorithm paradigm is 

called as Moth-Flame Optimization (MFO) algorithm.[11] For very long distance, moths fly in a straight line for a 

particular angle to find its prey. MFO belongs to different fields, like the power and energy systems, domains of 

optimization, medical, engineering, economic dispatch, and engineering design, image processing and medical 

applications clustering and data mining. 

Grey Wolf Optimization (GWO)[6] can be applied on Complex Optimization Problem, and used as training 

algorithm for multilayer perception and also used for solving economic dispatch problems. This optimization 

procedure has four different levels as Alpha, Beta, Gamma and Omega to locate the particle in an optimized way. 

When compared to the conventional methods, this Grey Wolf Swarm Optimization[6] is an algorithm, which 

provides us the optimal solution, for the Real-World Problems. Population-based with single point search algorithm 

example is Fire Fly Algorithm (FFA)[12],[21]. It is based with single point search in which two features are 

important that is self-organization and decentralized decision making. The meta heuristic [31],[19]algorithm is to 

provide a balanced trade-off between local search and global search in order to get better result. The authors suggest 

that the levy flight Firefly algorithm is more efficient than PSO and GA to get the success rate. Advantages of 

Firefly algorithm is handling the multi-modal and multi objective problem, fast convergence rate to fix local and 

global problems.  

Chicken swarm optimization[9][25], follows hierarchy orders with rooster, hens, chicks and behaves as a team. Its 

called multi-swarm. It can bealance the randomness and determinacy while finding the optimized solution. If the 

parameters are tuned significantly this algorithmic performance will be enhanced, so that it can solve many 

optimization problems. Whale optimization algorithm[51] executed the algorithm with 3 main steps as encircling 

prey, spinal bubble net attacking and search for their food. It has wide application on feature selection. Especially in 

medical datasets, various irrelevant and redundant data features are involved. It can reduce efficiently using this 

algorithm with acceptable accuracy for medical diagnosis. 

Owl search algorithm [49] is suitable for black box optimization with unknown search space. Using various 

experimental studies that OSA provides optimal solution with higher accuracy and fast convergence rate. This 

algorithm imitates the hunting mechanism of owls in complete darkness.  

Validation should be done using various bench mark functions. The swarm intelligence is applied on clustering [20] 

[28] for medical dataset and able to prove that some of the algorithms like (PSO,BAT,CUCKOO, FIREFLY)  are 

resulting more valuable output. Especially, PSO AND BAT are executed the concept of clustering with less time 

complexity. The author utilized the metaheuristic algorithm to handle the complex nonlinear multi-objective [15] 
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constraints optimization problem. The following table table 2 is a sample which represents how swarm intelligence 

helped to handle the problems in medical field. 
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1. ABC 200

5 

Teresh

ko and 

Loenga

rov  

Artificial 

Bee colony 

[11] 

Yes Yes  1. Computed Tomography 

(CT Sc 

2. UCI - Machine Learning 

Repository 

2013.http://archive.ics.uci.ed

u/ml/ . 

With 

SVM 

2. PSO 199

5 

Kenne

dy and 

Elberh

art 

Paritcle 

swarm 

Yes  Yes Human brain microarray 

data, Breast cancer data 

With 

ACO 

3.  GWO 201

4 

Mirijal

ili 

Grey wolf 

[6] 

Yes Yes  Facial Emotion 

Recognition[6] 

With 

PSO 

4.  ALO 201

5 

Mirijal

ili 

Ant Lion Yes   UCI data sets-Breast cancer With 

PSO 

5. EHA 201

5 

Wang Elephant 

herding[7] 

Yes   Stock Market Data  

[7] 

With 

PSO, 

ANOV

A 

6 MFO 201

6 

Mirijal

ili 

Moth 

flame[11] 

Yes   UCI – e.g. Breast cancer Better 

than 

PSO 

6. WOA 201

6 

Mirijal

ili 

Whale 

optimizati

on 

[51] 

Yes Yes  UCI Data set  

7. EOA 201

8 

Wang Earthworm 

optimizati

on 

Yes Yes 

 

Yes Microarray data set  

http://archive.ics.uci.edu/ml/
http://archive.ics.uci.edu/ml/
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8. MSA 201

8 

Wang Moth 

Swarm 

Yes Yes Yes Breast Cancer ,medical and 

other fields 

 

9. HHO 201

9 

Mirijal

ili 

Harris 

hawks  

Yes Yes  https://www.openml.org/sear

ch?type=data 

UCI repository dataset 

 

With 

Simula

ted 

Anneal

ing 

10

. 

MBO 201

2 

Durma

n 

Migrating 

Birds 

Yes Yes  Microarray data set  

       Table 2 

In the health care community, the bio-inspired algorithm plays the role in feature selection/feature extraction or 

prediction. In predictive analytics is playing the important role in decision making. In medical domains like heart 

disease, cancer, covid prediction, and its accuracy is based on feature selection. Both can be improved when the bio-

inspired algorithm is applied than standard feature selection methods like filter, wrapper, and embedded methods. In 

our study [63] [64], the BAT algorithm is applied to the heart disease and breast cancer dataset. This leads to 

increase in accuracy of disease prediction to 95.71 with 0.32 RMSE value. 

In [65], BEFS model is developed & hybridized with DM & ML algorithm. So that the total number of features is 32 

which is reduced to 6 for disease prediction. In another study, for breast cancer and other most dangerous health care 

diseases Cat Swarm, Kill herd and B F optimization method is hybridized with SVM for accuracy improvisation. It 

is almost nearer 95% and above. It’s a better example for the bio-inspired algorithm. After analyzing various 

medical disease predictions, when covid prediction is considered in [66] [67]. The authors considered the advantages 

of various bio-inspired algorithms for feature selection. They are ACO, BH, FF, MFO, ABC. Hybridization of bio-

inspired with SVM increases the accuracy and the performance of prediction.  Based on erroneous data, the 

performance may change. If the error is less the performance will increase. If the RMSE (error) value is 0.32, the 

inference of this value is the difference between observed values and predictive values. As per our study, the 

evaluation metrics and erratically value represents the power of prediction and are well utilized for any decision 

making. 

 

2.5 Performance analysis based on confusion matrix 

Optimization is the process of finding the solution for the problem which is more cost effective and performance 

wise reaching the highest result. It can be handled by minimizing the most unwanted impact factors and maximizing 

the required important factors. Feature selection is one of the concepts which requires more desired step for 

optimization in every problem. The problems are handled with artificial intelligence techniques, evolutionary 

algorithm approaches and swarm intelligence algorithms to get optimal solution. Various problems are belonging to 

https://www.openml.org/search?type=data
https://www.openml.org/search?type=data
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various domains and all problems coming under optimization, which can be with the proper selection of approaches 

and algorithms under any of the above-mentioned techniques. There is a concept called multi swarm techniques 

which is used to enhance the performance of population-based algorithm. 

Using metaheuristics multi-objective [15] optimization, the basic necessity is to evaluate and rank the algorithm 

which can be done using fitness strategies and performance evaluation strategies. There are many fitness functions 

for every algorithm, by satisfying these fitness strategies, it can be concluded that whether that algorithm produces 

the required optimized result or not. 

There are various models available for prediction.  The model performance analysis can be calculated on the list of 

metrics are called evaluation measures. Various metrics [50] in predictive analytics are available as Accuracy, 

Recall or Sensitivity, Specificity, Precision, F measures. 

In this domain, true positive and true negative are identified to calculate the performance for binary classification or 

multi classification.  

The formula for the above listed metrics are     

Accuracy                      =   

Recall/sensitivity           =      

Precision/Specificity      =             

F Measures                  =          2*  

 

The results are evaluated with the above metrics in machine learning, standard classification model for prediction. 

Every metrics has its own importance. Accuracy holds the value of accurate prediction whether it is positive or 

negative among total prediction. Recall and Precision are giving importance only to the positive result in prediction. 

It depends on how the problems are defined and established in the confusion matrix. Such that specificity gives 

importance to the negative prediction alone. F1 score or F measures is giving the output related to both recall and 

precision. When accuracy is nearing 100%, that will be helpful to the health care community to handle the problem 

in a better manner. Already many authors made the result nearer to 100 %. But in medical field its always needed to 

consider patients detailed clinical findings for prediction. That work was handled in a very few manners. If the 

detailed attempt made on it then that will really helpful to this community in near feature. The researchers can apply 

and proceed in future. 
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2.6 a) On Prediction of covid 19, various authors discussion and their analysis-A related works  

In this survey analysis, there are several studies and analyses made for early and accurate prediction for covid 19 are 

listed in the literature. Every author handled this domain for forecasting or prediction in their way. 

In the study [ 39], the Random Forest prediction model, predicted the multiple classes with feature selection 

technique. Objective of this author is to predict the number of covid patients, cured and death using the available 

data in state wise or nation wise. This author applied the classification model of Decision Tree, Random Forest, 

Logistic regression, Neural network and support vector machine for evaluation. By comparing the evaluation 

metrics and K fold cross-validation, it is able to confirm that random forest is best model using the performance with 

more accuracy. 

In the study [40], this author predicted the fatality rates of a prediction using the autoencoder model. Here this 

author used the common classification model like logistic regression, random forest, support vector machine. 

Logistic regression model is used for categorical variable, support vector machine for maximal distance metrics 

model between classes. Random Forest is a combination of a number of trees used in the decision tree and some of 

the trees were selected randomly to predict the output. The author is applied various performance metrics as 

accuracy, specificity, sensitivity, and AUC. A negative correlation between certain features leads to fatality. The 

prediction rate of this autoencoder model is 97%. With this autoencoder model, deep learning is applied to rare 

events for covid prediction or identification. It is more inaccurate than any other model. The fatality rate is based on 

certain features like demographics, symptoms, and comorbidities. 

Using clinical findings, the author [41], had a dataset with 600 patients records in Israel hospital, and by applying 

deep learning models prediction and evaluation made. The steps are encoder, feature extractor and decoder. The 

models that are followed by this author are CNN for dimensionality reduction, RNN, and LSTM. Each has its own 

advantages. Finally, the hybrid model CNNLSTM and its metrics were noted as accuracy 86.6, F1 score 91.89 

precision 86.75, Recall 99.42 and AUC 62.5.  Around 18 features were selected and considered for prediction. When 

accuracy increases, the model became reliable and valid and able to support health care system. 

According to [42], the descriptive analytics as chi-squared and many tests for categorical field taken for research. In 

the dataset, there were above 18 features. Among them, only 11 features were selected. Random forest predicts and 

provides the proper list where certain spotting high risk provide the best result. This author selects the high risk of 

patient and various resources should be reported with the proper result. AUC value is 0.9905, the 5-fold error rate is 

all calculated and provides the proper imputation and to increase the prediction and feature selection. 

While performing the Empirical analysis, by developing a tree structure to select the right parameters, using fuzzy 

[35][36][37] [38] set theory weight/ rank is assigned to the factors and selected treatment is able to adapt. The author 

[43] applied the fuzzification and defuzzification, the suitable course of treatment is identified where he concludes 

that convalescent plasma is assigned with the highest priority and Yashtimadhu is with least priority. Marginal mean 



 
 

52 | P a g e  
 

is used to evaluate and it is more validated by one or more analyses called sensitivity metrics. Basically, in the fuzzy 

model[37], ranking can be done through Expert’s opinion.   

The author performs [44], the study and process or clinical findings, and tried to identify which features that are in 

high increased the risk of mortality. He observed that in multi variate analysis, certain features are very risk factors 

by applying chi squared / F test on those categorical clinical set and Kruskal Wallis on continuous set. P value is 

used for findings the risk of patients and the metrics applied like sensitivity, Specificity, Positive and negative 

predictivity with 95% confidence interval. Major fields like lymphocyte, high RALE etc. 

In [45], among 200 records, 172 records with 6 files were taken for observations. Data normally belong to various 

types in every dataset like continuous, categorical, discrete, constrained, and unconstrained. T-test with mean, the 

median was applied. Among various features, P-value is used to identify every seriousness of every feature in 

patients. Mainly clusters are formed according to the features by using prediction, it can do incurred. C- reactive, D-

dimer features made the patients take care in a serious manner like ICU. It can be grouped together as clusters and 

the prediction can be done for survival or death. 

The author [46], took the dataset with certain features like Age, PIH, and number of days. When the author studies 

the problem with prediction using a standard classification model with machine learning. One of the approaches is 

correlation between the attributes, so that prediction of survival and death rates was held. He concludes that SVM 

with a grid approach provides more accuracy than other algorithms. Metrics for evaluating the result with the 

formula describe that precision can refer better result. Prediction based on dataset may provide the best result, when 

the dataset is large in number. The system gets trained, some of the outputs we can observe are a) correlation 

between the attributes b) Comparison of algorithm that provide solution. 

When data is real-world application and dynamic in nature, it is better to apply the methodology with a 

metaheuristic algorithm.  It is the optimization approach. In Covid prediction, this author [47] handled the problem 

with the PSO algorithm where exploration and exploitation were held. It is stochastic in nature. Local best and 

global best are the two different solutions in every approach and in every execution of the adaptive behavior the 

convergence and stability of the final solution are to be finalized from a certain number of iterations. NRMSE is the 

error function that is able to reduce the error in the solution. PSO has the advantage of having the characteristics of 

decentralized, with different policies that provide many better solutions. 

This author [48] developed the coronavirus optimization algorithm (CVOA) using the metaheuristic concept for 

optimal covid prediction according to the input parameters, fitness, and execution time. The terms related to the 

disease like reinfection, superspreading, social distancing, and traveling rate made the infection in number. By 

adding vaccination parameter, the infection is reduced and that have taken into the account for optimization of 

healthy people. The author concluded that deep learning combined with CVOA gave the best training phase for the 

algorithm and finally it shows the best remarkable performance than single CVOA algorithm. All the terms and 

features that are defined were considered as parameter/ feature in the dataset. Due to practical parameters as dataset 

features in CVOA, very limited number of errors were occurred in prediction. The performance is calculated with 
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the metrics called sensitivity based on number of strains, number of parameters, and number of social distancing 

measures.   

In an objective of this survey, among the list of papers, predicting mortality and critical events with clinical data 

were handled with logistic regression and decision tree and generalized additive model in [52] and produces the 97% 

accuracy. From 40 features it's classified and made as 13 features. 

In the paper [62], the presence of 7 symptoms to determine the test eligibility, it would maximize the prediction rate 

in the community. The author applied this method initially where the prediction was based on symptoms. The 

countries like UK, US symptoms were considered for more accurate prediction. 

2.6. b) The Research status of covid 19 using artificial intelligence 

With the keywords artificial intelligence, covid and predictive, the authors already approached and handled the 

problem for prediction in the domain covid 19. In IEEE, around 30 papers only published with these keywords and 

pros and cons of some of those papers are analyzed here for future work. The research status on prediction in covid .  

Choujun Zhan et al [53] proposed in March 2021, a machine learning model with broad learning system. To identify 

key values, random forest approach applied to forecast the covid 19. The performance of random forest is compared 

with basic standard classification model like logistic regression, decision tree, k nearest neighbor,etc… and proved 

that it is better. The RMSE, Radj, R2, MAD, MAPE. In evaluation, the performance of various models with the 

predicted value can be done and found that RF BAGGING. The dataset referred in this paper contained only 

epidemic spread data, geographic and economic information data, population etc. The author stated that its required 

to include weather and air quality data in geographic for more accuracy. 

Afshar Shamsi in Feb 2021 [54], proposed a framework for covid 19 diagnosis. The dataset here used and given as 

input are CT image and Xray image. The performance is calculated using standard metrics and proved that the 

predictive uncertainty measures are higher in CT data than x ray data. Author stated that a state of the art could be 

applied on certain uncertainty measures. 

Sina Ardabili in Nov 2020[55], proposed a novel model for time series prediction in covid 19 domain. The 

algorithm utilized for this prediction are artificial neural network with grey wolf optimizer. Results were evaluated 

with the error method MAPE AS 6.23 in training, 13.15 in testing and 11.4% in validating the result. There are 

various mathematical models like SIR, SEIRU, SEIR, SLIAR, SIRD, ARIMA & SIDARTHE, but these are very 

much time consuming, complexity and lower reliability in prediction. And can be say that machine learning is more 

better than mathematical model. 

Nanning Zheng et al in May 2020 [56], proposed a hybrid AI model. Initially, all individuals are same infection rate, 

secondly using natural language processing and LSTM were embedded with ISI model and proposed this hybrid 

model, that reduces the error in prediction, and it is calculated by MAPE method to verify. It does not predict the 

virus using any clinical data.  
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Hua Ye et al in Jan 2021[57], based on certain patient’s details like diseases existence, symptoms, immunity and 

various other comorbodities, this author proposed a prediction model by applying Harris Hawk s algorithm for better 

optimization of fuzzy KNN. Especially feature subsets were also formed to identify severe and mild effect of virus 

in addition to the classification performance on prediction. Author stated that more diagnostic centres and more 

clinical features must include for more accurate prediction.  

Tawsifur Rahman in Aug 2021[58], dealt this covid 19 domain problem to develop and validate the method for early 

scoring tool to identify the risk of death using blood parameters of the patients. The patients may vary in 3 types as 

(low, middle, high risks), when CBC is low (<=0.5%),middle (>5% to 55%) and high (>= 50%) mortality risk and 

also AUC played the role of validation and development cohort. This approach can mainly used for low-resource 

countries. The author suggested that research on covid 19 clinical data will result better prediction about individual 

patient’s and performance will still be reliable. 

Saifynaz Abdel- Fattah sayed et al in sep 2021[59], related to covid 19 prediction in the view of identifying the 

severity on patients were identified using X-ray. It has denoted multiple number of features; still key features are to 

be identified. The author applied PCA, RFE and combining these two methods to get better performance by 

classification method. Where XGboost classifier achieved 97%,98%,95% and 96% in accuracy, presicision, recall 

and f1 score respectively. At the same time SVM with handcrafted technique of RFE produced 99.99% accuracy. 

The limitation in this approach is listed as need to consider large datasets, external validation and lacks of 

interpretability and transparency. 

Choujun Zhan et al in April 2021[60], established a general model with historical data in 184 countries. It applied 3 

steps where (S-G) filter, PSO-SIR  and finally PSO-BLS. The result of this algorithm is compared with deep 

learning and proved that it produces more accuracy and stability in prediction. According to various countries 

historical data, in prediction, the evaluation metrics for better performance is measured with RMSE, MAE, R2. 

Using Croatia PSO-BLS is little less accuracy metrics, when compared with spain, korea and Germany. Where 

RMSE as 11150.418, 1177.622, 6064.660,7228.758,599.195,3429.111 in MAE, 0.890,0.658,0.908 in R2. 

EI Sayed M, EI – kenawy et al in sep 2020[61], approached this covid 19 with 3 different approaches. Using CNN, 

features are extracted from CT images, SFS- Guided WOA applied on selected features, Guided WOA-PSO had a 

method as voting classifier and achieved AUC with 0.995. However, the algorithm does not consider dataset which 

contains clinical findings on swarm intelligence algorithm. 

 

3.0 Limitations 

Such that various authors handled the covid 19 prediction problem using artificial (swarm) intelligence algorithm in 

a different manner according to the dataset availability. Still it has various limitations related to prediction. Already 

many authors made the result nearer to 100 %. But in medical field its always needed to consider patients detailed 
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clinical findings for prediction. That work was handled in a very few manners. If the detailed attempt made on it 

then that will really helpful to this community in near feature. The researchers can apply and proceed in future. 

 

4.0 Conclusion 

This review paper mainly focuses on predictive analytics concepts. Swarm intelligence approaches and fuzzy logic 

approaches are able to handle the problems based on real-life applications. There are many classification models to 

predict covid 19. According to the survey, Prediction of covid is the need of the hour, especially in the health care 

community. In fuzzy concepts on covid 19 analysis, doctors’ advices are accepted as expert knowledge in fuzzy set 

theory for ranking purposes of features. At the same time, nature-inspired algorithms are able to predict with a high 

value of accuracy and are able to achieve the required objective by improving these applications. So according to 

our objective of this paper, with the dataset of clinical findings, fuzzy set and bio-inspired are able to apply for 

future prediction with more accuracy. With certain implications it is possible to say that particle swarm optimization 

is the best algorithm when compared with all other algorithms and also hybridizing this with fuzzy may lead to the 

best pathway for a decision-making situation. 
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