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ABSTRACT 

Information theory is largely concentrated on uncertainty measurements or vulnerabilities of past and residual 

entropy functions. Many procedures such as survival function and the life testing problems have been put 

forward to compare the aging process of associated components and used to derive the remaining lifetime 

uncertainties. In this paper, entropy of order statistics, residual entropy and past residual entropy function based 

on Kumaraswamy (KS) distribution are proposed.  Past residual entropy function is, however, subjected to 

upper bound computations and results are analyzed.  
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I INTRODUCTON 

Characterization problems are largely affected by order statistics. These problems make immense use of 

analytical tools of mathematics and are located on the borderline that exists between statistics and probability. 

There are numerous outcomes on characterizations of probability of order statistics. For itemized review one 

may cite characterization results in view of cumulative residual entropy and non-additive entropy of order 

statistics [1] and [2]. 

The distribution theory of order statistics has been generally depicted in a few monographs composed by 

exceptional analysts and there are various papers committed to the hypothesis of order statistics and its 

applications and also asymptotic outcomes and implications in light of order statistics. One may mention order 

statistics properties of the Lomax appropriation [3] and Exponentiated Pareto distribution [4]. 

Order statistics have been utilized as a part of an extensive variety of issues, including firm statistical estimation, 

identification of anomalies, goodness of fit tests, examination of censored samples. Data properties of order 

statistics in view of Shannon entropy [5] and Kullback-Leibler [7] measure utilizing probability integral 

transformation have been examined by Ebrahimi et.al [6]. Two parametric generalized entropy, the Verma 
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entropy [8] [9] and concentrated in context with order statistics. There are various principles of Shannon's 

entropy [5] which are available in the literature of information theory. 

Definition1. A random variable y  with arrange of values  1,0  is said to have the kumaraswamy 

distribution, from now onwards abbreviated as KS, the probability density function (pdf) of KS distribution is  

    10,1,;
11 
 yyyyf

                                                                   (1)  

Where  and  are the shape non negative shape parameters. 

The cumulative distribution function (cdf) and the survival function of KS distribution is given by 

    10,11,;  yyyF
                                                                                (2) 

 and          10,1,y;  yyF
                                (3) 

The KS distribution is a continuous probability distribution with both its ends bounded. It is fundamentally the 

same as the beta distribution and can expect a strikingly vast variety of shapes and be utilized to show numerous 

arbitrary procedures and uncertainties. It has been used for Improved point estimation [10], Classical and 

Bayesian estimation [11], Prediction based on lognormal record values [12]. 

Definition2. An imperative idea in information theory introduced by Shannon  8  is the notion of entropy. It 

assumes a fundamental part as a measure of intricacy and uncertainty in different fields such as material 

sciences, electronics and engineering to describe many chaotic systems. He proposed a measure of uncertainty 

for a non negative random variable Y , with a probability distribution having an absolutely continuous 

cumulative distribution function (cdf)  yF  and probability distribution function (pdf)  yf . Then the basic 

uncertainty measure is defined as, 

        yfEdyyfyfYH loglog
0

 


.                                                              (4)  

Properties of Entropy Based on Order Statistics 

Let nYYY ...,,, 21  be a random sample from a distribution )(yFY  with density function 0)( yfY . The order 

statistics of this sample is defined by the arrangement of nYYY ...,,, 21 from the smallest to the largest by 

nVVV  ...21 . The density of nrVr ...,,2,1,   is 

     rn

Y

r

YYV yFyFyf
rnr

n
Vf

r





 )(1)()(

!)(!)1(

!
)(

1
           (5) 
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Now, let nUUU ...,,, 21  be a random sample from )1,0(U with the order statistics nZZZ  ...21 . The 

density of nrZ r ...,,2,1,   is 

 .10,)1(
)1,(

1
)( 1 


  ZZZ

rnrB
Zf rnr

Zr
                    (6) 

where 
 
  !

)!()!1(

1

1
)1,(

n

rnr

n

rnr
rnrB







  

The entropy of the beta distribution is 

     )1,(log)1()1()()1()()1()(  rnrnrnrnnrrZH rn   

Where 
n

nnand
dw

wd
w

1
)()1(

log
)( 


   

  ))((log)()( 1

rYYgrrnr ZFfEZHVH                        (7) 

Using the substitution in equation (7) )( rYr yFZ  and nrZFY rYr ...,,2,1,)(1  
 is the probability 

integral transformations, the entropies of order statistics are obtained as: 

For evaluating )( rVH , we have 




1

1

1 )1(1)(















rrY ZZF and the expectation term in (7) is obtained as 

follows: 

     )1()1(
)1(

)(log))((log 1 


 nrnZFfE rYYg r





   
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
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



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
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
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



j

ji
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i

ir

j irnij

ir

r

n
                     (8) 

Using equation (8) in equation (7), we obtain 

 






 )1()1(

)1(
)(log)()( nrnZHVH rnr 




  
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For the sample minimum 
n

nZHr n

1
log1)(,1 1  . 




 





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nn
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)log(

1
log1)( 1  
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For the sample maximum 
n

nZHnr nn

1
log1)(,  . 

 )1()1(
)1(

)(log
1

log1)( 






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                               (12) 

Where 5772.0)1(   is the Euler’s constant. 

II RESIDUAL ENTROPY OF ORDER STATISTICS 

In the event that a part is known to have survived to age t, at that point Shannon's Entropy isn't appropriate in 

order to measure the uncertainty of the remaining lifetime of the system. Therefore, Ebrahimi and Pellerey [13] 

characterized the residual entropy which measures the uncertainty in such cases. For a random lifetime of Y of 

system at time t, the residual entropy is defined as  

 dyYfYftYH t

t

t )(log)();( 


  

where )(Yf t is the pdf of the variable  
tY

tYYt 
  and is given by 

 
  








 tYif
tF

yf
Yf t ,

)(
)(  

  
   




t

tdy
tF

yf

tF

yf
tYH 0,

)(
log

)(
;                              (13) 
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Where    tFtF 1  is the survival function of Y. The residual entropy of lifetime tY  is given by (13). 

Analogous to  expression (13), the residual entropy of order statistics nrY , is given by 

  
   




t nr

nr

nr

nr

nr tdy
tF

yf

tF

yf
tYH 0,

)(
log

)(
;

,

,

,

,

,       (14) 

It is clear that the residual entropy of first order statistics is obtained by substituting 1r , then using 

probability integral transformation  yFZ Y  in equation (14) and using equations (3) and (6), we have 

    
 

    
 




















 


1

11

,1 log1loglog
1

;
tF

n

nn dzzFfz
tF

n
tFn

n

n
tYH      (15) 

where  

 
    

 
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    
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
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





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0 2
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              (16)              

Using equation (16) in equation (15), we get 

      
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III PAST ENTROPY  

It is reasonable to assume that in numerous circumstances uncertainty isn't really identified with future yet can 

likewise allude to past For instance, if Y denotes the lifetime of a system or of living organism, Y  at time t , a 

system is observed only at certain preassigned times, it is observed to be down, then the uncertainty of the 
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system life relies i.e., on which moment in (0,t), it has failed. In view of the thought, Dicrescenzo and 

Longobardi [14] have contemplated the past entropy over  t,0  and is characterized as 

  
   

t

o dy
tF

xf

tF

yf
tYH

0

)(
log

)(
;         (17) 

where  tF  is the cumulative distribution function.  Analogous to expression (17) the past residual entropy of 

the 
thr order statistics is defined as 

  
   

t

nr

nr

nr

nr

nr

o dy
tF

yf

tF

yf
tYH
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,

,

,

, ,
)(

log
)(

;           (18) 

It is clear that the past residual entropy of 
thn  order statistics is obtained by substituting nr   and using 

probability integral transformation  yFz Y  in equation (18) and using equations (3) an, we have 

     
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Therefore, using equation (20) in equation (19), we get  
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An Upper Bound to the Past Entropy of Order Statistics  

We present the upper bound for the past entropy of order statistics under the condition that 

1, nrf  
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For 0t , log   0, tF nr . We obtain 
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Substituting 1r in equation (22) and using equations (2) and (6) and probability integral 

transformation, we obtain 
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Substituting nr  in equation (22) and using equations (2) and (6) and probability integral 

transformation, we obtain 
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IV CONCLUSION 

we have presented and considered the entropy of order statistics based on kumaraswamy distribution. We have 

proposed some preliminary results of residual entropy, past residual entropy functions of (KS) distributions. We 

also analyze the results of upper bound of the past residual entropy functions. The hypothetical outcomes got in 

this paper can be utilized to go further and investigate the applications in different orders where the uncertainty 

exists. 
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