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ABSTRACT  

Distributed systems are traditionally designed independently from the underlying network, making worst-case 

assumptions (e.g., complete asynchrony) about its behavior. However, many of today’s distributed applications 

are deployed in data centers, where the network is more reliable, predictable, and extensible. In these 

environments, it is possible to co-design distributed systems with their network layer, and doing so can offer 

substantial benefits. This paper explores network-level mechanisms for providing Mostly-Ordered Multicast 

(MOM): a best-effort ordering property for concurrent multicast operations. Using this primitive, we design 

Speculative Paxos, a state machine replication protocol that relies on the network to order requests in the 

normal case. This approach leads to substantial performance benefits: under realistic data center conditions, 

Speculative Paxos can provide 40% lower latency and 2.6× higher throughput than the standard Paxos 

protocol. It offers lower latency than a latencyoptimized protocol (Fast Paxos) with the same throughput as a 

throughput-optimized protocol (batching). 

 

I.INTRODUCTION 

Distributed systems are traditionally designed independently from the underlying network, making worst-case 

assumptions about its behavior. Such an approach is well-suited for the Internet, where one cannot predict what 

paths messages might take or what might happen to them along the way. However, many distributed 

applications are today deployed in data centers, where the network is more reliable, predictable, and extensible. 

We argue that in these environments, it is possible to co-design distributed systems with their network layer, and 

doing so can offer substantial benefits. We are applying this approach to improve the robustness and efficiency 

of state machine replication, the standard mechanism for keeping critical data center services highly available. 

Upcoming application design & architecture and software models are fundamentally transforming the data 

center networks. Server virtualization, cloud computing and PaaS, XaaS imperative are altering data center 

networks traffic flows, bandwidth and performance demands and introducing new security and service 

requirements.  
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Data center networks are multifaceted, costly and stiff to meet the needs on-demand. New virtualized data 

center networks demands more agile, efficient and scalable network solution. Advanced data center networks 

that meet the evolving performance, reliability and agile demands of the 21st century. 

Few models that make immersive strength for designing distributed data center networks 

 

II.DATA CENTER DEPLOYMENT MODELS 

The use of virtualized, active application environment is impacting conventional 

Enterprise and multi-layered data center designs and enabling new cloud-based delivery 

Models that drive a whole new set of technology requirements across servers, storage, and 

Network domains. 

These popular usages of models allow enterprises to provide applications more flexibly within a private/inside 

infrastructure, and enable hosted application and Service providers to build entire businesses based on delivering 

services via a public cloud model. 

Some of the most important networking focuses areas that pursue these diverse deployment models.  

 

III.CONVENTIONAL DATA CENTER  

Data Center services are very important and multifaceted application environment Security, cost and flexibility 

are key Evolving towards private cloud over time. 

 

IV.KEY NETWORK AREAS 

1. Converged Networking. 

2. Virtualization Scale-out. 

3. Managing/Provisioning the Virtual. 

4. Server Edge. 

 

4.1 Conventional Multi-Area Data Center 

Data Center services are essential complement to Complex application environment Security, SLAs and 

flexibility are key Evolving towards public cloud over time. 

4.2 Multi- PaaS/ Cloud Computing Data Center  

Data Center services are crucial complement to Complex application environment Heavy use of blade servers 

Cost, latency and scalability is key. 

4.3 High-performance Computing Data Center 

Data Center services are a critical complement to Complex application environment, Heavy use of blade servers 

Cost, latency, performance and scalability is key. 
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T he utilize of contemporary data center networking is to provide multiple data center users with a variety of 

workloads. The simplest networking services may be responses to API function calls. Servers may also provide 

users/clients with applications, intermediate with Web protocols, language platforms, or virtualized machines 

that provide users with full controlled desktops. 

 

V.INSIDE AND OUTSIDE DATA CENTER NETWORKING (ION) 

The coordinate work between servers and clients in a network is the workflow that requires data center 

networking (ION) between resources sharing. Data is resource sharing between servers and clients, even for 

modern data centers, there is no central over seen of such resource sharing. 

The multipurpose data center network consist of servers identify workloads and react to client requests, switches 

connect devices together, routers perform packet forwarding functions, controllers manage the workflow 

between network devices, gateways that serve as the junctions between data center networks and the Internet, 

the information in data packets. 

 

VI.SOFTWARE-DOMAIN DATA CENTER NETWORKING (SDN) 

In a software-domain network (SDN) the dynamic structure of data center workflows change in order to 

accommodate varying workloads more effective and efficiently. The workflow is divided into two categories 

1.the contents of the documents or media being used by clients. And 2.The instructions how the network should 

accommodate this data. The scheme of  the data plane is mapped, while a workflow is in growth, without the 

control plane and the connections that bind the network components together. 

A data center today is less bound to physical and geographic conditions, data center is the collection of 

components that share a common IP address map with one another, and which may be joined together by a 

common domain.  

VII.VIRTUAL-DEFINED DATA CENTER NETWORKING (VNF) 

 It offers a new way to design, deploy and manage networking services. NFV decouples the network functions, 

such as network address translation (NAT), firewalling, intrusion detection, domain name service (DNS), and 

caching, from proprietary hardware appliances so they can run in software. It is process to any data plane 

processing or control plane function in both TCP and UDP network infrastructures. 

https://www.sdxcentral.com/directory/nfv-sdn/comprehensive-list-of-sdn-apis/
https://www.sdxcentral.com/sdn/definitions/what-the-definition-of-software-defined-networking-sdn/
https://www.sdxcentral.com/nfv/definitions/virtual-network-function/
https://www.sdxcentral.com/term/network-address-translation-nat/
https://www.sdxcentral.com/term/domain-name-system-dns/
https://www.sdxcentral.com/term/network/
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Fig: Sample Network Functions Virtualization NFV deployment 

I want to highlight some points where these three majorly differs. 

7.1 Maintenance:  

Centralized systems are very easy to maintain and there is only a single point of failure. Decentralized system is 

extra but still limited/unique.  

7.2 Stability:  

Centralized cannot be unbalanced. exterminate the leader for a decentralized system and you will have many 

decentralized systems. Distributed systems are very stable and a single failure doesn’t do much harm. 

7.3 Scalability:  

Centralized  —  low scalability, Decentralized  —  Moderate, Distributed  —  Infinite. 

7.4 Ease of development / Creation: 

Centralized systems can be created fast, framework and apply it everywhere. For Decentralized and Distributed, 

you have to work out the lower level details like resource sharing and communications 

 

VIII.DIVERSITY 

Since centralized systems follow a single framework, they don’t have diversity and evolve slowly. But for 

Decentralized and Distributed systems, once the basic infrastructure is in place, evolution is high. 
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The data center of the future, today, by providing a unified, virtualization-optimized infrastructure breakthrough 

cost reductions by converging and consolidating server, storage and network connectivity onto a common fabric 

with a flatter topology and fewer switches 

 

 The performance and low latency for bandwidth-intensive server-to-server communications is predictable. 

 Improved business agility, faster time-to-service and higher resource utilization by dynamically scaling 

capacity and provisioning connections to meet virtualized application demands 

 Removal of costly, time-consuming and error-prone change management processes 

 Modular, scalable, industry standards-based platforms and multi-site, multi-vendor management tools to 

connect and manage thousands of physical and virtual resources from a single pane of glass. 
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