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ABSTRACT 

Image re-ranking is, the simplest way to improve the performance of web-based image search and it is used by 

the various computer program .Nowadays Google Image search strictly on encompassing text features. In the 

query based proposed framework, keyword expansions help provide better results whereas in image counsel, re-

ranking based on a priority of images accessed by other users provides more accurate results. Here images are 

re-ranked by comparing their semantic meanings obtained from the visual semantic specified by the keyword. 

Image re-ranking mainly helps in reducing the time required for getting the desired result by providing the 

specific results related to the user intentions and provided query. 

 

Keywords: Image Search, Content based image search, Image Re-ranking, Annotation based Image 
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I. INTRODUCTION 

Today’s industrial web image search engines use only for text data. Users sort keywords within the hope of 

finding a definite style of pictures. The computer programme returns thousands of pictures hierarchical by the text 

keywords. However, the obtaining Image results contain noise, disorganized, or orthogonal. Pictures square 

measure re-ranked supported the visual similarities. However, for web-scale industrial systems, the user input 

needs to be restricted to a minimum without on-line training. 

Online image re-ranking that limits users’ effort to simply one-click feedback, is an efficient way to improve 

search results and its interaction is easy enough. Several web image re-ranking uses this one-click feedback. Its 

diagram is shown in Fig given below given a question keyword input by a user, a pool of pictures relevant to the 

question keyword is retrieved by the programme in line with a stored word-image index file. Usually, the 

dimensions of the returned image pool is mounted, e.g. containing 1300 pictures. By asking the user to pick out 

an interested image, that reflects the user’s search intention, from the pool, the remaining images within the pool 

area unit re-ranked supported their visual similarities with the question image. Most of the present works assume 

that there's one dominant cluster of picture inside every image set came by a query keyword. 
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                                 Fig.1.Conventional Image re-ranking framework 

In other hand, existing approaches cannot handle ambiguity inside a keyword query, since the assumption that 

images retrieved by querying one keyword are all from one class does not hold and the structure of the returned 

image set is much more complicated. For example, the query for “jaguar” can return images from 3 main classes 

(images that are semantically similar), such as car jaguar, jaguar tree, and jaguar animals. Within each class, 

there are several sub-classes (there should be many similarities between images). Also, there are some images 

noise and neglect. 

In this paper, we propose a framework and a search engine to get results in efficient form. A user will select the 

image by entering the query. We re-rank the return image according to their similarity with the image. The most 

challenging problem in this framework is how to find similarity. Proposed a system where re-ranked image search 

with relative attribute feedback. Users described their search intention with reference images and a set of pre-

defined attributes. These concepts and attributes are pre-trained offline and have tolerance with variation of visual 

content. However, these approaches are only applicable to closed image sets of relatively small sizes, but not 

suitable for online web-scale image re-ranking. It is difficult and inefficient to design a large concept dictionary to 

characterize highly diverse web images.  

II. LITERATURE SURVEY 

1. Image Retrieval: Ideas, Influences, and Trends of the New Age 

AUTHORS:  R. Datta, D. Joshi, and J.Z. Wang 

We have witnessed great interest and a wealth of promise in content-based image retrieval as an emerging 

technology. While the last decade laid foundation to such promise, it also paved the way for a large number of 

new techniques and systems, got many new people involved, and triggered stronger association of weakly 

related fields. In this article, we survey almost 300 key theoretical and empirical contributions in the current 

decade related to image retrieval and automatic image annotation, and in the process discuss the spawning of 

related subfields. We also discuss significant challenges involved in the adaptation of existing image retrieval 

techniques to build systems that can be useful in the real world. In retrospect of what has been achieved so far, 

we also conjecture what the future may hold for image retrieval research.All paragraphs must be indented.  All 

paragraphs must be justified, i.e. both left-justified and right-justified. 
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2. Content-Based Image Retrieval 

AUTHORS: A.W.M. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain 

Traditional methods of image retrieval require that meta-data is associated with the image, commonly known as 

keywords. These methods power many World Wide Web search engines and accomplish reasonable amounts of 

search accuracy. Though some content based image retrieval (CBIR) systems use both semantic and primitive 

attributes to match search criteria, history has proven that it is difficult to extract linguistic information from a 

2D image. In this research, activity theory is used as a base to demonstrate how semantic information can be 

retrieved from objects identified in an image. Using an image segmentation technique by The Berkeley Digital 

Library Project (Blobworld), and combining it with object-to-community relationships, a high-level 

understanding of the image can be demonstrated. 

3. Asymmetric Bagging and Random Subspace for Support Vector Machines-Based Relevance Feedback in 

Image Retrieval 

AUTHORS;  D. Tao, X. Tang, X. Li, and X. Wu 

Relevance feedback schemes based on support vector machines (SVM) have been widely used in content-based 

image retrieval (CBIR). However, the performance of SVM-based relevance feedback is often poor when the 

number of labelled positive feedback samples is small. This is mainly due to three reasons: 1) an SVM classifier 

is unstable on a small-sized training set, 2) SVM's optimal hyper plane may be biased when the positive 

feedback samples are much less than the negative feedback samples, and 3) over fitting happens because the 

number of feature dimensions is much higher than the size of the training set. In this paper, we develop a 

mechanism to overcome these problems. To address the first two problems, we propose an asymmetric bagging-

based SVM (AB-SVM). For the third problem, we combine the random subspace method and SVM for 

relevance feedback, which is named random subspace SVM (RS-SVM). Finally, by integrating AB-SVM and 

RS-SVM, an asymmetric bagging and random subspace SVM (ABRS-SVM) is built to solve these three 

problems and further improve the relevance feedback performance. 

III. APPROACH OVERVIEW 

The working approach is shown in Figure 2.The reference class of query keywords are automatically discovered 

after the keyword is searched. Suppose our query keyword is (e.g. “apple”), then set of most related keyword are 

automatically selected depending on both textual and visual information of the query. (Such as red apple”, 

“apple MacBook and “apple IPhone” the keyword expansion (e.g. “red apple”) is used to retrieve images by the 

search engine.  Result obtain is less diverse as compared to the result obtain in case we don’t use concept of 

keyword expansion. This removes the unnecessary reference classes automatically and provides more relevant 

reference classes. Ex (when keyword is apple) then retrieved reference classes are (such as “apple laptop” and 

“apple MacBook”) .Here redundant reference classes are removed for obtaining the better efficiency. For a 

every keyword, a multi-class classifier has sub relevant classes which has similar kind of visual features .This 

sub-relevant classes 

Has similarities related to query keyword. When later user select its choice, that increase the re-ranking 

accuracy but it also increase storage and reduce the online matching efficiency due to the increased size of 

semantic signatures. An image may be related to many query keyword that are searched due to searched query 
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may have similar kind of semantics features. Every image in the database is associated with some relevant 

keywords. If an image has N relevant keywords, then it is said that it has N semantic signatures which are need 

to be computed and stored offline. At online stage, several images are retrieved by the search engine depending 

on the provided query. These pools of images are obtained based on main visual semantics related to the 

searched query by the user. Later user chooses an image from one of category and then all the images related to 

that category based on semantic signatures are re-ranked and view by the user. 

 

Figure 2: Working Approach 

IV. COMPUTATIONAL COST AND STORAGE 

The extra storage of classified and semantic signatures are smaller than the storage of optical features of images.  

If we increase the query keywords or images in the database then the cost of the system increases accordingly. 

Image re-ranking approach is more efficient at the online stage, because the main computational cost of online 

image re-ranking is on comparing visual features or semantic signatures and the lengths of semantic signatures 

are much shorter than those of low-level visual features. For example, there are 1500 dimensions are used in 

visual features. Based on our experimental results, as an average each keyword has 25 reference classes. If only 

one classifier is trained combining all types of visual features, the semantic signatures are of 25 dimensions on 

average. 

V. EXPERIMENTS 

For testing we have collected 210 images associated with 3 keywords which have collected from Google Image 

Search. In this database we have many concept such as mobile, laptop, watch, language, city and people etc. and 

cover a large number of keyword. The Good images are sub-divided into sub-classes and main classes (Images 
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which are semantically similar). It is important to treat images that are from same sub-class as the query image 

to be relevant, while other are “not so relevant”. 

VI. CONCLUSION 

In this paper, we have reviewed an Internet based image search approach. We have also discussed the 

conventional web-based image search techniques and pointed out their shortcomings. The reviewed image re-

ranking framework overcomes the shortcomings of the previous methods and also significantly improves both 

the accuracy and efficiency of the re-ranking process. It captures users’ intention using a query image. It learns 

query-specific semantic spaces to significantly improve the effectiveness and efficiency of online image re-

ranking. The visual features of images are projected into their related semantic spaces automatically learned 

through keyword expansions offline. The extracted semantic signatures are shorter than the original visual 

features. 
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