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ABSTRACT  

This paper provides the analyses of the cloud computing environment along with the storage visualization used 

in the real time cloud environment. The cloud types are explained in this paper which deals with tier pros and 

cons respectively and oriented use cases for client to store their data on cloud. The paper also explains the 

clouds storage infrastructure service for the client usage as storage as a service to help selection the specific 

type of cloud storage based on the requirements. The paper explains disaster recovery mechanism and three 

levels of disaster recovery mechanism for clod storage to continue business applications in case of disaster 

recovery in the cloud environment. The combination of private cloud and inter-private cloud makes the system 

more robust in case of disaster recovery for cloud data storage and transparent recovery can be achieved.  
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I. INTRODUCTION  

Cloud computing is a model where content and computation enabling convenient, on-demand network access to a 

shared pool of configurable computing resources (e.g. networks, servers, storage, applications, and services) that 

can be rapidly provisioned and released with minimal management effort or service provider interaction. 

Leveraging the current available work, this research synopsis is made to enhance the technology and to which can 

be served to computer engineering future.  

A. Cloud computing: 

“Cloud Computing refers to manipulating, configuring, and accessing the applications online. It offers online data 

storage, infrastructure and application.” Cloud is a distinct Information technology environment that is designed for 

the purpose of remotely provisioning scalable and measured resources. This is a network of networks providing 

remote access to a set of decentralized IT resources. Much of the Internet is dedicated to the access of content-based 

IT resources published using the World Wide Web. IT resources provided by cloud environments are dedicated to 

supplying backend processing capabilities and user-based access to these capabilities. A cloud can be based on the 

use of any protocols that allow for the remote access to its IT resources. Protocols used by cloud refer to standards 
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and methods which allow computers to communicate with each other in a pre-defined and structured manner. 

Types of cloud  

Cloud technology enables the sharing of resources in a way that dramatically simplifies infrastructure planning. 

With cloud computing technology, large pools of resources can be connected via private or public networks to 

provide dynamically scalable infrastructures for application, data and file storage. Additionally, the costs of 

computing, application hosting, content storage and delivery can be significantly reduced. Firms can choose to 

deploy applications on Public, Private or Hybrid clouds. 

a. Public Clouds 

Public clouds are owned and operated by third-party service providers. Benefit to the costumer from economies of 

scale because infrastructure costs are spread across all users, thus allowing each individual client to operate on a 

low-cost, “pay-as-you-go” model. Another advantage of public cloud infrastructures is that they are typically larger 

in scale than an in-house enterprise cloud, which provides clients with seamless, on-demand scalability. All 

customers on public clouds share the same infrastructure pool with limited configurations, security protections and 

availability variances, as these factors are wholly managed and supported by the service provider. 

b. Private Cloud 

Private clouds are those that are built exclusively for an individual enterprise. They allow the firm to host 

applications in the cloud, while addressing concerns regarding data security and control, which is often lacking in a 

public cloud environment. There are two variations of private clouds:  

c. Hybrid Cloud 

Hybrid clouds combine the advantages of both the public and private cloud models. In a hybrid cloud, a company 

can leverage third-party cloud providers in either a full or partial manner. This increases the flexibility of 

computing. The hybrid cloud environment is also capable of providing on-demand, externally-provisioned 

scalability. Augmenting a traditional private cloud with the resources of a public cloud can be used to manage any 

unexpected surges in workload. 

B. Virtualization 

In computing, virtualization refers to the act of creating a virtual (rather than actual) version of something, including 

virtual computer hardware platforms, operating systems, storage devices, and computer network resources. Network 

virtualization is a method of combining the available resources in a network by splitting up the available bandwidth 

into channels, each of which is independent from the others, and each of which can be assigned (or reassigned) to a 

particular server or device in real time.  

The idea is that virtualization disguises the true complexity of the network by separating it into manageable parts, 

much like your partitioned hard drive makes it easier to manage your files. Storage virtualization is the pooling of 

physical storage from multiple network storage devices into what appears to be a single storage device that is 

managed from a central console. Storage virtualization is commonly used in storage area networks (SANs). Server 

virtualization is the masking of server resources (including the number and identity of individual physical servers, 

processors, and operating systems) from server users. The intention is to spare the user from having to understand 

and manage complicated details of server resources while increasing resource sharing and utilization and 

maintaining the capacity to expand later. 

C. Disaster Recovery 
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Disaster recovery (DR) involves a set of policies and procedures to enable the recovery or continuation of vital 

technology infrastructure and systems following a natural or human-induced disaster. Disaster recovery focuses on 

the IT or technology systems supporting critical business functions, as opposed to business continuity, which 

involves keeping all essential aspects of a business functioning despite significant disruptive events. Disaster 

recovery is therefore a subset of business continuity. 

A disaster recovery plan (DRP) documents policies, procedures and actions to limit the disruption to an 

organization in the wake of a disaster. Just as a disaster is an event that makes the continuation of normal functions 

impossible, a disaster recovery plan consists of actions intended to minimize the negative effects of a disaster and 

allow the organization to maintain or quickly resume mission-critical functions. In information technology, disaster 

recovery steps may include restoring servers or mainframes with backups, re-establishing private branch exchanges 

(PBX) or provisioning local area networks (LANs) to meet immediate business needs. Business continuity describes 

the processes and procedures an organization must put in place to ensure that mission-critical business functions can 

continue during and after a disaster. The emphasis is more on maintaining business operations than IT 

infrastructure. Because business continuity and disaster recovery are so closely related, the two terms are sometimes 

combined as Business Continuity and Disaster Recovery.  

 

II. CLOUD COMPUTING INFRASTRUCTURE SERVICE  

There are two types of cloud as states in previous sections of this paper which are Private and Public clouds. These 

serve as the backbone for a different cloud computing service models in the current world. Currently the large scale 

and medium scale companies has been successfully adopting three common types of cloud computing service types. 

Infrastructure as a Service (IaaS), which means a service model around servers, capacity having large storage, and 

bandwidth for high speed network. Some of the examples of this mechanism includes Amazon EC2 and S3, etc. 

Platform-as-a-Service (PaaS) provides a managed platform which is eternally managed for deployment of the 

applications and services on top of it. This model typically provides tools for development such as databases and 

development studios for working with the APIs provided, as well as the infrastructure to host the built application 

and run them in real life world. it's examples may include Force.com, Microsoft Azure, etc. Software-as-a-Service 

(SaaS) is simply having a software system running on a computer that doesn't belong to the customer and isn't on the 

customer‟s location. It is generally based on the concept of renting an application from a service provider rather than 

buying and installing and running software by the user themselves. 

 

III. CLOUD STORAGE REFERENCE MODEL 

There are many facilities that the cloud storage provides are giving, some of them can be pay as you go, illusion of 

literally infinite capacity, and the simplicity of usage and management ease. It is important that any interface for cloud 

storage support these attributes, and at the time of allowing for a multitude of real world application cases and offerings, 

long into the future too. This model was originally brought by Storage Networking Industry Association (SNIA) which 

shows multiple types of cloud data storage interfaces supporting legacy and new applications for deployment and 

management. All of the interfaces allows storages to be provided to the users on demand, drawn from a pool of resources 

present at the storage layer of cloud. The data services can be applied to individual elements of data in the cloud and can 

be determined by the data system metadata which specifies the data requirements on  the basis of individual elements or 
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elements groups which are also be called as containers.  

Cloud Data Management Interface (CDMI) is the interface that deals with functional aspects of the system and 

applications will use to create, update, retrieve, and delete elements of data from the cloud storage. Due to this interface 

the users will be able to view the capabilities of the cloud storage and can use the interface to manage groups of elements 

and the data placed there. Metadata can be written on containers and their data elements via CDMI interface. The 

interface will possibly be able to be implemented by the majority of existing cloud storage offerings and can be done with 

an adapter to the proprietary interface architecture, or direct implementation. The client libraries like eXtensible Access 

Method (XAM) can be used to CDMI interface  

This interface can also be used by management and administrative of applications to manage accounts, containers, access 

security, information monitoring and even for storage that is accessible by other available protocols. The underlying 

capabilities and data services are exposed so that clients can understand by the upper layer of cloud. Conformant cloud 

offerings can be offered as a subset of either interface if they expose the limitations in the capabilities of the CDMI 

interface. 

The cloud storage is not emerged branch of computer science field and hence there are lot  many improvements are 

needed and have certain issues in todays implementation aspects which are described in this paragraph below.  It gets the 

attention of IT people with its low cost comparatively and ability to adjust easily for capacity. The cloud storage offers 

reduction in the investment cost in total, but people has to suffer some of the technical, security, and integration, and 

organizational issues while dealing with it.  

The data which is residing outside the normal enterprise‟s infrastructure, it is perceived that the it may loss the control 

over data if the cloud misbehaves. Although these concerns are hypothetical in nature and psychological rather than actual 

because of the features provided by cloud providers, due to some immaturity factors of cloud services, standards on the 

delivery of services and their evolving business model, and clients may have genuine concerns about the CSPs 

operational processes and availability factors. The complexity of cloud storage usage is something many people 

underestimate. Each vendor has different access methods, APIs to use which are generally implemented on non-standard 

basis that make integrating applications more difficult and costly if the application is big enough 

.  

Few vendors provides software clients which implement common network file sharing protocols like NFS or CFIS but 

these are generally proprietary and cannot bridge between different cloud services across the heterogenous CSPs. The 

lack of standard protocols for accessing cloud storage means there is no interoperability between cloud storage providers, 
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greatly complicating the data migration process which affects the online migration of the data. Another importance point 

to notice is access to cloud data is obviously limited by throughput of network and latency, and can also be dependent on 

Internet performance which is still poor in comparison to local network storage. Some vendors tries to enhance 

throughput with local caching and compression mechanisms, which don‟t improve latency of internet.  

Another bigger issue can be data security with cloud storage for which most of the clients are worried about. If any 

possibility leakage, both in transfer and within a shared infrastructure, the experts agrees that encryption on all data stored 

can help in more secure data storage for the application. The archiving kind of data works good in the cloud because the 

data changes less frequently hence less computation will be needed. These data don‟t require high speed transactional 

access. Data in chunks can be easily compressed using data reduction technologies or it can be easily encrypted due to 

block based mechanisms. The applications with low I/O performance and tolerance for low downtime are suitable 

residents in cloud storage.  

 

IV. DISASTER RECOVERY OF CLOUD STORAGE 

The applications and data services are transparent in the cloud models where malicious attacks must be avoided. It 

is important and difficult to ensure data protection and security in cloud storage system. The necessity condition to 

establish fault tolerant function in less cost for cloud storage. Job of the fault tolerant function is to overcome single 

point failure which inherently avoids data loss across the cloud sites. At the same time, there must be fault-tolerant 

backup system present for the application data which can ensure that data consistency having a reliable backup if 

they are lost due to hazards or any disaster scenario.  

Satisfaction of the continuity of application and the security of data, the structure of recovery mechanism is 

"distributed computing having centralized storage". Different requirements suggest that the disaster recovery has 

three levels viz. data-level disaster recovery, system-level disaster recovery, and application-level disaster recovery. 

First level, i.e. Data-level disaster recovery is the most basic type of recovery and it can ensure the security of the 

application data of user. System-level disaster recovery disaster has further requests for OS of application server, 

making DR time can be as short as possible to get uninterrupted application work. System-level disaster recovery 

requests real-time by which client could not feel that any disaster has occurred due to its less time. Most important 

feature of this system is to use the SAN - Storage Area Network to support access of the application data and 

backup. It is constituted by a number of high-performance routing devices having strong robustness. SAN provide a 

redundant fabric links for the application server to access the server and to backup data which can be used at the 

time of recovery. SAN as a large, stable data transmission network which requires a number of high-performance 

routing equipment to implement and the costly hardware. 
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As the SAN only provides application data access and backup, to achieve the response process cost only very little 

time, it is need to design their own associated routing protocols. It is need to use all of the authorized hardware and 

software devices to operate and all the enterprise data are stored. According to standards by SNIA for the network 

storage industry, Disaster recovery must be equipped with at least three different geographical locations which is 

also known as three way disaster recovery. If an enterprise private cloud storage is equipped with all of the DR and 

redundant backup systems then private cloud should not be seen as a cloud in the tight sense, because it is not 

thorough in resource rationalization and has the characters of heavy local configuration, lack of flexibility , high 

cost and other typical properties of non-cloud computing. Reasonably and more thoroughly approach is to private 

clouds to share a common cloud storage services for users. This shared public cloud storage services will be placed 

in the private clouds and it can be known as "inter-private cloud storage". Not only offerings for enterprise private 

cloud are provided with specialized storage services of disaster redundant backup but also for the cloud users with 

efficient and convenient mobile service.  

All servers have some backup servers to store second copy of data. The backup servers and master server can be 

distributed in different sites. The backup server may include the local backup server and the remote backup server. 

Once the data are stored in LBS, data integration can be down in a leisure time including redundant data delete, disk 

compression and finishing work. Remote backup stage can be limited by the network connection ability of the 

cloud then upload of GB, PB magnitude of data across the enterprises and is a great challenge to store this much 

data on cloud. Due to this, in the initial remote backup, the mechanism of physical transfer can be used and the 

temporary line from cloud storage node for computation to business clients can also be provided to move a large 

amount of data into it. After the initial backup the data can backup daily via incremental approach which is used to 

reduce pressure on network bandwidth and improve speed of backup and replication. Reduction of the traffic is also 

an important means to enhance the service experience in the cloud environment. In the case where a dedicated 

client is used compression and encryption can be done before the data backup to replace the SSL based encryption 

during data transmission across the sites and reduce transmission costs as less bits are transferred. Backup service 

can not only support the application integration, but they also have ability to satisfy the requirements of concurrent, 

magnanimity and common application interface.  

In the hardware architecture, inter-private cloud storage does not require high-speed data processing in real time, so 
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it is not need very high-end storage technologies (such as the Fibre Channel attached disk array), and the Iscsi 

channel disk array is enough. However, in software architecture, the inter-private cloud storage requires a high 

intelligence, policy-based SaaS service standards and information management functions. In particular, it is 

important to achieve a strong separation and protection technology of security data. 
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