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ABSTRACT

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired, by the way of
biological nervous systems, such as the human brain that procéess the information. The novel stkucture of the
information processing system is the keymednt of this paradigm which,is composed of a large mumber of highly
interconnected processing elements (called neurons) that are working in unison to‘sglve.@ny specific problem.
The ANNs is like the people learn by an example. An ANN isjconfiguredpiecificsapplication like pattern
recognition or data classification, dealt through a learning process. The Learning in biological systems involves
adjustments to the synaptic connections thatfexistbetween the neurons which'is true for ANNSs.
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I Introduction about Artificial Neural Networks (ANNSs)

As the Artificial Neural Networksn(ANNs) is a new “appr@achwhich quite different from the traditional
computing methodsThough the old“technelogy is based on thkyorithmic approactwhere the steps are
defined otherwise' ,if the stepsair e 4 'n o't Kknown then it fails. (i.e th
However, ANNSIs the one that has‘the powerafiving suchproblemswherewe don& know exactly how to

solve. That's whyit“is usedover a wide range of are@ncluding, virus detection, robigtcontrol, intrusion
detection systems, gatni(image, fingerprint, noiyeecognition and so on.

My work is'based onftaracter €cognition whichis aspecialform of pattern recognition procegsthough it is
very difficult to achievethei100% accuracyThe following parameters lik@attern distortion, presence of
unwanted objects ‘or disorientedatterns will affect the percemgaof the accuracy. The most basic way of
recognizing patternBy using the probabilistic methods. Thian bedone by using the Bayesian decision theory
as mentioned by Po,H.W, [1] and Liou C.Y. & Yang, H.C, [2].

The another alternative method in patteecognition is the Hearest neighbor algorithm used in Dynamic
Classifier Selection by Didaci, L. & G, Giacinto [3]. Ianlearest neighbor {KN) algorithm, the pattern class
(say Xx) is obtained by looking into k number of nearest pattern sets thathealeast Euclidean distance with
that pattern itself (pattern x).
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The Common ways used for character recognition would be the use of artificial neural networks and feature
extraction methods as in Brown, E.W, [4]he feedforward backpropagation neural network requirese
training timeonlyj ust t o fAmemor i z e o whithlare fedistesthemétveork.iHovpevet, theree ¢ t
existsa possibilityof giving false results due to poor generalization capabilityis canbe overcome by using
the Multiscale Training Technique (MST) [5], which is the concept that will be emphasized in this paper with
modifications in the input training vectors. The recognition accuracy of the handwritten characters dppands
a loton the exemplars that are used for recognition.
In general, the overall recognition process can be divided into 3 main sections, namely
a) segmentation
b) preprocessing, and
c) classification [6].
U Segmentation:
It requires isolation of theharacters individally before they are fed to the preprocessing unit
U Preprocessing:
In this section, the important features of characters are“identifidds section is also called feature
extraction stage
U Classification:-
Finally, classification process’is donextdgtermining the category“or the group of each character used

during the recognition process.

I OVERVIEW OF THE PROPOSED CHARACTER RECOGNITION SIMULATOR
PROGRAM AND METHODOLOGY- I

Undermy work .4 have taken'anultiple pieceof blank paper and Permenent Blacknarker pen usetbr
writing all of thecharacterand digits| have madé the l1@sples for each characsaf different style having
a total ofr360samplecharacters werased for recognition(26 for the upper case letters + X0r the numerical
digits). These charactersi\were captusgdising a digitactameraCanon IXUS 4Q Thesecapturedimages were
then usedtoygenerate inputtvectors for the backpropagation neunatwork for training. Inmy work, a
multiscale technigue withselective thresholdings usedandthe results using thismethod will be compared
with other methadsy For simulation,separate character sets were also prepared using thensatimed as
mentionedeariler The characters wemaptued automatically using the GUI created and the captimedes
were stored into a témporary folder for quigiferenceThe Input vectors are generated and fed into the trained
neural network for simulatiorThe simulator program that | havedesignedn such a way that theharacters can

be writtenon any spot on the blank papére program hasinability to capture the charactetisroughcareful

filtering. The8-connectivity is used to allow connectgxels in any direction to be taken as the salnect.

2.1 Exemplars Preparation

or
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The characters prepared as explainbdve are scannetdy usingthe scanner obeing @ptured by using a

digital camera and these characters will be segregated according to theihananoter group. One example is

AA KN AN
AAAAA

FigurelSampl e of

shown below in Figre. 1.

Note that the scanned or captured images are in RGB sc ted into grayscq
format before further processing can be done. Using app

grayscale thresholdingjnary images are to be created.

box height among e objects of that image. Likewise, RW refers to the ratio between the widths of one

bounding box to the maximumidth among all bouding boxes widths in that image.

e
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ARNKRA K RARAR
BBBEBPBBERER
gopdolcoceodmo
DpDpD DDDDDD
EEEEEEEEEE
FEEEEEEEERE
GEGGEGEEGGLG

Figure.3 The outer rectangle that encapsulates the letters in

WH = w/h 6ééé
Width-to-height ratio is defined as ratio of bounding box

,,,,,,,

RW= W/ Whax eééééeee
The RelativeWi dt h rati o i s
among altthe objects,
RH=h/hpax ¢ < ) € éeééééééé
Similarly, theRelativeHeight ratio is defined a

box height among athe djects.

that these objects are resyzadifg the averaging procedure. 4 pixels will be

faverage nd mapmrdd into one pixel (Fig

b o>

O V €




International Journal Of Advance Research In Science And Engineeringhttp://www.ijarse.com

IJARSE, Vol. No.2, Issue No. 2, February, 2013 -2839R354(E)
1 2 3 4 a0 1 2 3 4 10
1| 101 128 e 1| 92 |
2 84 &0 . . |
3 e 3 |
4 . 4 L]

0 T O

Figure.7 The pi xel s shaded i o101, e f t

128, 88, and 50) and the pixel shaded igray o gedo
intensity value. Thisexample shows averaging ixel image into

10 by 14 pixel image

Backpropagation neural network is used to The network used consists of 3
layers and they includiaput layer, hidde of input neurons depends on the
image resolution. For example, if the ave a resolution of 5 by 7 pixels, then
there should be 35 input neurons and so on. ber of output neurons is fixed to 36 (26
upper case letters + 10 numerical digits). The fir put neuron corresponds to letter A, second corresponds t
l etter B, and . i ®f néurons Bn the @iddenX ,

layer (layer 2) is taken arbitral

2.2. Multisc ining Techn

p i

=)
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Figure. 3 Conceptual diagrammef multiscale training technique
The training begins with 5 by 7 pixels exemplatsfage 1). These input vectorsiare fed into the neural network

for training. Aftefrp,being trained for a few epochs:s

between the first and the second layer. This resultant neural.network_is taisenbther few epochs by feeding
in 10 by 14 pixels exemplars (stage 2). Again, the trained neural"network is boosted for the next training session
In a similar fashion, the boasted neural network is fed in with 20 by 28 pixels exemplars for anotheodbsv e

until satisfactory convergence is achievatistage 3). The conceptual diagram of multiscale neural network is
shown in Figire. 5.
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Referring to Figre 6, P1, P2, P3, and P4 are pixel intensity valuesRak is the averaged pixel intensity
value of these pixels. After the boosting process, the original weight value W, is split into 4, each connected to

one pixel location.

I IMAGE CAPTURING FOR SI MULATION

The Exemplars for simulation also have to go through geometrical based filtering that require parameters such aj
WH, RW, RWmin, RH, and RHmin as shown in &ig 3. Similarly, the captured¢and cropped images will be

resized to standanesolutions: 20 by 28 pixels, 10 by 14 pixels, and 5 by 74pixels. For network simulation, it is
important to ensure that theutput printed characters are arranged in appropriate, order. Hence, identified

characters need to be reassembled aftaral netwdk simulation.
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Figure. 5 The'parameters used for character reassemblyof Bounding box defined with the width,
w, height h, horizentalsCentroid distance xc, vertical centroid distance yc and vector that locates

the centroid of a character from origin (X0,YO0) isP.

p
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Figure. 6
In order to determine which characta

first character, the range of s i ¢JL1 LL. The upper and lowdimits, UL and LL

are computed as follows:

Within thi centroid positions of the characters that are logd@thoh UL and LL will be

stored tempo ters are actually located in the first row. Referangigure 8, AHELLO
|l ocated he f i rbedause tbewcentrdidyositionsoof lettérd H BH,REE R, and Bare
within UL and LL,
reconsidering the vectd?of all these characters. The character with the next sm&lleswill be the second

ce they are neglected. Next, tharacters within the first row will be arranged by

character (first row, second column) and so on until all of the characters in the first row have been considered
Once this is done, the vectaragnitudeP  of the remaining characters (T,H, E, R, and E) will be computed to
determine the first character of the second row. Again, the one with the srRallesill be the first character of

second rowThe $milar procedure is repeated to detérenthe remaining characters in the second row.




