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ABSTRACT

This paper presents the study of various methods for detection of fake profiles.In this paper a study of various
papers is done, and in the reviewed paper we explain the algorithm and methods for detecting fake profiles for
security purpose. The main part of this paper covers the security assessment of security on social networking
sites.
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I. INTRODUCTION

A social networking site is a website where each user has a profile and can keep in contact with friends, share
their updates, meet new people who have the same interests. These Online Social Networks (OSN) uses web2.0
technology, which allows users to interact with each other.

These social networking sites are growing rapidly and changing the way people keep in contact with each other.
The online communities bring people with same interests together which makes users easier to make new
friends. There are no feasible solution exist to control these problems. In this project, we came up with a
framework with which automatic detection of fake profiles is possible and is efficient framework uses

classification techniques like Support Vector Machine, Nave Bayes and Decision trees to classify the profiles
into fake or genuine classes. As, this is an automatic detection method, it can be applied easily by online social

networks which has millions of profiles whose profiles can not be examined manually.. These social
networking sites are growing rapidly and changing the way people keep in contact with each other. The online
communities bring people with same interests together which makes users easier to make new friends. In the
present generation, the social life of everyone has become associated with the online social networks. These
sites have made a drastic change in the way we pursue our social life. Adding new friends and keeping in
contact with them and their up- dates has become easier.

The online social networks have impact on the science, education, grassroots organizing, employment, business,
etc. Researchers have been studying these online social networks to see the impact they make on the people.

Teachers can reach the students easily through this making a friendly environment for the students to study
I1 OBJECTIVE

In todays online social networks there have been a lot of problems like fake profiles,online impersonation, etc.
Till date, no one has come up with a feasible solution to these problems.In this project we intend to give a
framework with which the automatic detection of fake profiles can be done so that the social life of people
become secured and by usingthis automatic detection technique we can make it easier for the sites to manage the

huge number of profiles, which cant be done manually.
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I11. LITERATURE SURVEY

Fake profiles are the profiles which are not genuine i.e. they are profiles of persons who claim to be someone
they are not, doing some malicious and undesirable activity,causing problems to the social network and fellow
users.

Social Engineering in terms of security means the art of stealing confidential information from people or gaining
access to some computer system mostly not by using technical skills but by manipulating people themselves in
divulging information. The hacker doesnt need to come face to face with the user to do this.

The social engineering techniques are like Pretexting, Diversion theft, phishing, baiting, quid pro quo, tailgating,
etc. Social bots are semi-automatic or automatic computer programs that replicate the human behavior in OSN.
These are used mostly by hackers now-a-days to attack online social networks. These are mostly used for
advertising,campaigning purposes and to steal users personal data in a large scale.

These social bots communicate with each other and are controlled by a program called botmaster. The botmaster
may or may not have inputs from a human attacker. The social bots look like human profiles with a randomly

chosen.
1VV. CLASSIFICATION

Classification is the process of learning a target function f that maps each records,x consisting of set of attributes
to one of the predefined class labels, y. A classification technique is a approach of building classification models
from an input data set. This technique uses a learning algorithm to identify a model that best fits the relationship
between the attribute set and class label of the training set. The model generated by the learning algorithm
should both fit the input data correctly and correctly predict the class labels of the test set with as high accuracy

as possible. The key objective of the learning algorithm is to build the model with good generality capability
V. SCOPE

The proposed framework shows the sequence of processes that need

to be followed for continues detection of fake profiles with active leaning from the feedback of the result given
by the classification algorithm. This framework can easily be implemented by the social networkingcompany.By
using method and parameters fake profiles detection becomes easy.As a result of this cyber crime may be

reduced.

V1. CONCLUSION

From the above study we conclude that we an detect the fake profiles on social networking sites
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