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ABSTRACT

The integration of computer vision and machine learning has brought about significant changes, especially in
healthcare. This paper explores the substantial influence of machine learning on current healthcare practices,
highlighting its role in efficient data analysis and decision-making. With machine learning algorithms, healthcare
providers can now im prove disease diagnosis and treatment by quickly and accurately interpreting large
datasets. These advancements in machine learning have made advanced diagnostic tools more accessible,

reducing healthcare disparities and promoting more equitable patient care.

I. INTRODUCTION

Chronic Kidney Disease (CKD) is a global health concern, impacting millions and placing a significant economic
strain on healthcare systems [1]. Early identification and prediction of CKD are crucial for prompt intervention
and effective management. Machine learning, known for its capability to analyze extensive datasets and identify
patterns, has proven to be a valuable tool for CKD prediction

Despite its potential, leveraging machine learning requires careful data curation and significant computational
resources for model training [2]. This paper underscores the importance of supervised machine learning, a method
that can predict future events based on past labeled examples. It involves exam ining known training datasets to
develop an inferred function, which then facilitates predictions about output values.

As we examine the integration of machine learning and computer vision in healthcare, we also consider the
challenges related to scalability, data quality, and model interoperability [3]. Additionally, we offer insights into
the promising future of this interdisciplinary field, anticipating more efficient and personalized healthcare
solutions. This paper enhances the understanding of the current landscape and paves the way for future

advancements in healthcare driven by machine learning powered computer vision.

Il. RELATED WORK

« In a study by Dhivya S. and her colleagues, they analyzed a Chronic Kidney Disease (CKD) dataset which they
got from the UCI repository. This dataset included records from 400 patients, featuring 26 attributes relevant to
CKD nosis [2]. Their main goal was to preprocess this dataset for effective use in machine learning applications.

To improve the dataset’s suitability for analysis, the researchers handled missing data by substituting it with a
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specific value (0) [4]. They then applied various machine learning techniques to transform the dataset for further
examination. After preprocessing, the authors employed multiple machine learning algorithms to pinpoint the
most critical factors influencing CKD diagnosis. Their analysis identified five key features that significantly
impacted diagnostic outcomes [5]. These insights were then applied to the entire dataset, including its columns,
rows, and individual data points.”

« According to Shengguo Hu et al. (2009) , a significant area of focus and challenge in machine learning lies in
the classification of algorithms. several classification methods have been studied and proven effective in prac
tical applications. However, a major concern arises when these methods are applied to imbalanced datasets [6],
particularly affecting the performance of the minority class. In practical scenarios such as detecting fraudu lent
exchanges, network intrusion detection and medi cal diagnostics (e.g., disease identification), imbalanced datasets
are common. Unfortunately, existing classifica tion methods often perform suboptimally when dealing with
imbalanced datasets. This imbalance issue is a critical consideration in various real-world applications,
underscoring the need for enhanced methodologies to effectively address such scenarios..

+ Extreme Gradient Boosting (XGB) is a highly efficient implementation of gradient boosting that focuses on
identifying the optimal tree model. XGB is distinguished by its use of second-order gradients, which provide
additional insights into the gradient direction to reduce the loss function effectively. Unlike a basic model like a
decision tree, which minimizes the overall model cost using the loss function as a proxy, XGB [3] uses the second-
order derivative to provide output. To improve the model’s generalization ability, XGB incorporates ad vanced
L1 and L2 regularization techniques. These tech niques help refine the model’s performance and ensure it can
adapt effectively to various datasets.

 Hussianzadah provided a diagnostic approach using 4 dif ferent classifiers: Decision Tree, Support Vector
Machine (SVM), Multi-Layer Perception (MLP), and Naive Bayes. They applied these to 3 distinct datasets, each
having 14, 12, and 13 features, respectively [7]. The SVM classifier basiaclly achieved an accuracy of 91%.
Additionally, an design for diagnosing kidney disorders using SVM was presented [8], incorporating feature
selection methods with the use of wrapper and filter techniques on the dataset. The highest accuracy was found
with SVM and a filtered subset evaluator using the BFS traversal feature selection method, achieving an accuracy
value of 98.5

« In a previous study [9], a single Chronic Kidney Disease (CKD) attribute was derived from year-long temporal
data obtained from electronic health records (EHRs). But , this approach had a limitation: it excluded new patients
without EHRs from benefiting. Notably, these studies utilized black-box classification methods for constructing
models, presenting outcomes and selected attributes. The primary concern raised was the lack of interpretability
in the decision-making process of these diagnostic mod els, which could lead to potentially adverse, even life
threatening, consequences. Another challeng identified was fewer number of appropriate criteria for choosing
specific attributes for decision making of the model [7]. Therefore, there is a recognized need for ongoing research
to develop interpretable machine learning (ML) models for computer-aided diagnostic systems. The aim is to
enable clinicians to more effectively evaluate model decisions and understand the role of individual model
attributes in the decision-making process. This research seeks to address the shortcomings of opaque model
architectures and improve the safety and effectiveness of diagnostic systems.

» Md Ashique Islam et al. (2020) [10] demonstrated that the Naive Bayes classification is an effective approach.
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Simple classifiers based on probability are the main feature of the Naive Bayes classifier. However, in our study,
logistic regression outperformed the Naive Bayes classifier in predicting CKD. While Naive Bayes achieved an
accuracy of 93.9056%, this was less than the accuracy of logistic regression.

A. Materials and methods

The dataset that has been referred to in this study was extracted from a web page named as Kaggle and was
collected through a hospital in India in July 2015. It comprises 400 samples, with 250 named as chronic kidney
disease and 150 as non-chronic kidney disease [4]. This dataset includes 33 predictive features, such as blood
pressure, specific gravity, albumin, sugar, red blood cell, blood urea, serum creatinine, sodium, potassium,
hemoglobin, white blood cell count, red blood cell count, and hypertension. Out of these 33 features, only 24
were considered.

For data preprocessing, the response data was evenly dis tributed to ensure reliable results. The data was randomly
split

to create a balanced dataset, with 340 samples used for training and 60 for testing using a 15% holdout method.
Various classification techniques were evaluated, including Support Vector Machines (SVMs) [8], k-nearest
neighbors (KNN), and logistic regression. The highest accuracy was possible with Gaussian SVM and logistic
regression using 10-fold cross-validation, where the data was seperated into 10 parts, each containing 90% of the
original data. To maximize accuracy, seven training iterations were conducted. Each iteration showed some
performance variation due to stochastic elements inherent in machine learning algorithms, where slightly different

models are learned from the same data [8]..
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Fig. 1. model functioning
B. pre processing
« pre-processing of the unrefined data has been done by tak ing out the missing values or elements to upgrade
predic tion capabilities. We have also done data-transformation [6]so that it is useful for the ML models, which
are constrained to process non-numerical data. This kind of data or values which are presented in the dataset are
in the form of ‘present’, ‘not present’, ‘normal’, ‘abnormal’, ‘yes’, ‘no’, ‘good’, and ‘poor’.
* The non-numerical data are identified and transformed into numbers. The ‘normal’, ‘present’, ‘yes’, and ‘good’
values for nominal or selected attributes are replaced or modified by ‘1’ and ‘abnormal®, ‘notpresent’, ‘no’, and
‘poor’ values are replaced by ‘0’.Missing values are associated to real-world data.lgnoring of the iteration that
has the missing elements can be taken as the simplest means of a solution [5]

« Missing values in numerical attributes were managed by replacing them with the mean value specific to each
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attribute. For nominal attributes, a mode imputation tech nique was utilized, where missing values were filled
with the attribute’s most frequent value. After completing this data preprocessing step [11], the data distribution
underwent a transformation.

C. Machine Learning Models

« support vector machine (SVM)
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Fig. 2. attributes and their respective values
Support Vector Machine (SVM) is a well-regarded and su pervised ML technique known for its capability to find
out intricate patterns present in complex and noisy datasets [8]. It is widely used for binary classification tasks
and is rooted in statistical learning theory. SVM employs various kernel functions to map samples that are not
linearly separable in their original feature space to a higher-dimensional space, where they can be more effectively
classified.
» Logistic Regression
Logistic Regression (LR) is basically an algorithm and a widely used classifier model which can help with respect
to binary classification tasks. It aims to derive a method that can predicts outcomes for a binary dependent element
or variable based on one or more independent elements. A key component of logistic regression is the sigmoid
function, which outputs values within the range of 0 to 1. By applying a threshold value, typically 0.5, the
classifier assigns the output to either class 1 or 0. In this framework, an input sample is determined as belonging
to class 1 if the output exceeds 0.5; if it does not, it is assigned to class O..
* K Nearest Neighbour
The k-Nearest Neighbors (KNN) algorithm is utilized to pre dict chronic kidney disease by assessing the medical
attributes of patients. It operates by identifying the k nearest patients to a new patient and categorizing the disease
status of the new patient based on the majority class among those k neighbors. In this context, it evaluates
attributes such as blood pressure, serum creatinine levels, age, and more. KNN is a straightfor ward yet effective
algorithm for disease prediction, leveraging the similarity of patient profiles to make predictions. However, the
selection of the k™ value and the distance metric used are critical factors influencing its accuracy.
D. specifics of Glomerular flitration rate(GFR)
The glomerular filtration rate (GFR) is a critical aspect which affects kidney function, measuring the rate at which
blood is filtered per minute. It is estimated with high precision through comprehensive blood tests that assess

serum creatinine and serum cystatin C levels, along with factors like weight and age, contributing to a thorough
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evaluation of renal health [12]. This multi-parameter approach allows for a nuanced and accurate determination

of GFR, providing valuable insights into kidney function.

Stage of Chronic Dascription *-GFR Lavel
Kidney Disense

Fig. 3. stage classification of CKD
GFR plays a crucial role in predicting Chronic Kidney Disease (CKD) severity, as it assesses how effectively the
kidneys filter waste products from the blood. A lower GFR indicates reduced kidney function, a hallmark of CKD.
For instance, a GFR of 50 ml/min indicates the kidneys are filtering 50 milliliters of blood per minute. A GFR of
90 or above is considered normal, indicating healthy kidney function. As GFR decreases, it indicates declining
kidney function, with a GFR below 15 indicating end-stage CKD [9].
Healthcare providers use GFR in conjunction with other clinical data to diagnose CKD, monitor its progression,
and determine appropriate treatment plans. Regular GFR mea surements help in early detection of CKD, enabling
timely interventions to slow disease progression and prevent com plications. In essence, GFR is a vital tool for
assessing and predicting CKD by quantifying kidney function [13].
E. Remedy classification for stages
* Previous research has typically focused on developing an accurate classification model to predict the presence
of Chronic Kidney Disease (CKD) in individuals [4], using various algorithms and datasets containing relevant
attributes [5]. In contrast, this study extends beyond pre diction methods. Once CKD presence is predicted, it also
recommends appropriate treatments or remedies based on the patient’s current CKD stage, thereby addressing

additional health needs.

I11. DICUSSION

» The most important objective of this study was to identify crucial clinical test attributes for efficient computer-
aided screening of CKD, while aiming to reduce diagnostic costs. Our framework’s results demonstrate that
machine learning (ML) models perform well in classifying CKD and non CKD cases, using a significantly fewer
number of elements or attributes. The unnecessary use of a large number of test attributes can have significant
financial im plications, which can hinder routine CKD screening. We evaluated three ML models using clinical
test attributes to identify the most suitable model or classifier for accurate CKD diagnosis, by using essential
attributes from either single clinical pathology, such as urine or blood, or both.

« Despite using a limited number of attributes, the ML models consistently achieved near-perfect accuracy.
Among the three classifiers tested, logistic regression was identified as the most effective. This investigation into

ML techniques using reduced attributes emphasizes the potential for cost-effective CKD diagnosis [4]. Individu
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als who are initially screened for CKD using affordable urine pathology, along with commonly available tests
like blood pressure, hypertension, and age, can be recom mended for further comprehensive CKD assessment.

« This early referral strategy, initiated by urine testing, pro motes subsequent evaluations integrating blood
pathology and other pertinent attributes. This process facilitates automated ML-based diagnosis for the effective
manage ment and treatment of CKD patients [4].

« In modern medical practice, transparency and the ability to interpret classifier decisions are crucial. Healthcare
professionals need a clear understanding of the decision making process to establish trust in automated diag nostic
systems. While traditional performance metrics like accuracy, sensitivity, and specificity assess model
performance, they do not explain the roles and influences of specific attributes in decision-making. To enhance
trust and confidence in ML-based CKD testing systems, explainable Al-based ML algorithms are integrated into
it. These algorithms offer explanations and justifications for decisions, addressing the need for transparency and

interpretability in the decision-making process [3].

IV. RESULT

The proposed diagnostic methodology for Chronic Kidney Disease (CKD) demonstrates feasibility in terms of
both data imputation and sample diagnosis. After employing unsuper vised KNN imputation to address missing
values in the dataset, the integrated model achieved a satisfactory level of accu racy. There is optimism that
implementing this methodology in practical CKD diagnosis could yield favorable outcomes. Furthermore, this
approach may have potential applications in the clinical data of other diseases within the domain of medical
diagnosis [14].

Even then , it is quite important to acknowledge some limitations encountered during the overall model
establishment process. The data samples which are available are relatively small, coming upto only 400 samples
[5], which may con strain the model’s generalization performance. Additionally, the dataset’s binary
categorization (CKD and not CKD) limits the model’s ability to diagnose the severity of CKD.

To enhance the model’s generalization performance and expand its diagnostic capabilities, future efforts will
focus on collecting a larger and more diverse dataset [15]. This will involve gathering a wider range of complex
and representative data to train the model more effectively. The current dataset, while sufficient for initial testing,
may not fully capture the variability and intricacies found in real-world scenarios. By incorporating a broader
spectrum of data, we aim to capture subtle patterns and nuances crucial for accurate diagnosis.

The initial goal is not only to upgrade generalization feature but also to help the model to accurately detect disease
severity across different populations and conditions, thus addressing potential biases and ensuring the model’s
applicability to a wide range of cases. As the size and quality of the dataset increase, we anticipate the model will
evolve and become more refined over time.

Moreover, the expanded dataset will support more robust validation processes, enhancing confidence in the
model’s predictions. This iterative process of data collection, model training, and validation will be critical in
advancing the model’s capabilities. Ultimately, the goal is to develop a highly reliable and an appropriate
diagnostic asset suitable for widespread adoption in clinical settings, thereby significantly improving patient
outcomes and advancing the field of medical diagnostics.

The algorithms used have provided us with following re sults.
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A. logistic regression

Logistic Regression
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Fig. 4. logistic regression
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A logistic regression model was trained and evaluated, achieving an accuracy of 0.990 (£0.020) on the test data.
The model exhibited perfect accuracy on the training set (Train Score: 1.0) and a high accuracy of 0.992 on the
test set. These findings demonstrate strong performance and effective generalization of the model .

B. K-nearest neighbours

The K-Nearest Neighbour (KNN) algorithm contributes to the CKD prediction model with an accuracy of 0.972
+ 0.029 and a test score of 0.975. The confusion matrix reveals 75 true positives, 42 true negatives, 3 false
positives, and 0 false neg atives. These results demonstrate robust model performance [1], accurately identifying
CKD patients with high accuracy and minimal errors, ensuring dependable diagnosis.
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Fig. 5. k nearest neighbour
C. Support vector machine
The SVM algorithm makes a significant contribution to the CKD prediction model, achieving high accuracy
(0.990 + 0.020) and an excellent test score (0.975). The confusion matrix illustrates the model’s robust
performance with 78 true positives, 39 true negatives, 3 false positives, and 0 false negatives. These results ensure
reliable and early CKD diagnosis with minimal misclassifications [8], highlighting the effectiveness of the SVM

approach.
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Fig. 6. support vector machine
The result basically identifies if the patient has CKD or not and also specifies the stage with the probability of the

patient being in that stage represented by either 1 or 0. this is shown in Fig 7.

Result

THE PATIENT HAS CKID with the prakakality
100 and i in Stage 3

Fig. 7. example-result of a patient with CKD stage 3

V. CONCLUSION

The current study has successfully identified a robust methodology for Chronic Kidney Disease (CKD) classifica
tion and attribute selection, offering improved simplicity and cost-effectiveness. The approach involves a two-
step process: firstly, training and selecting suitable classifiers, calculating feature importance, and deriving a
reduced dataset based on pathological tests and measured feature importance. Secondly, these classifiers are
trained with the reduced datasets and evaluated using test datasets.

The overall result or conclusion of this series of analysis shows that the identified important features align well
with current clinical understanding. Notably, the logistic regression classifier emerges as particularly effective,
achieving high classification accuracy, especially when using pathologically categorized attribute sets.

The proposed logistic regression classifier, in combination with the reduced test attributes, holds promise for
reducing diagnosis costs and improving early treatment planning. More over, the study extends its impact by
offering personalized treatment plans tailored to individuals diagnosed with CKD, classifying them based on the
distinct stages indicated by the CKD predictor.

This comprehensive approach not only aids in cost reduction but also facilitates improved patient management
through personalized treatment strategies. The inclusion of all relevant details in the diagnostic report significantly
enhances reliabil ity and patient satisfaction. By providing a detailed breakdown of individualized treatment plans
based on identified CKD stages, the study contributes to a more holistic and patient centric approach to healthcare.
In conclusion, the outlined methodology not only proves effective in CKD classification and attribute selection

but also holds promise for broader applications in healthcare, emphasizing personalized treatment and cost-
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effective diag nosis. The study’s findings pave the way for enhanced patient care by introducing advanced

diagnostic approaches that could revolutionize current practices in managing chronic diseases. This methodology

has the potential to optimize treatment strategies, improve patient outcomes, and reduce healthcare costs, setting

a new standard for personalized and efficient healthcare delivery.
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