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ABSTRACT

The rising demand for secure access control systems has led to the development of advanced smart lock
technologies. This research introduces a Voice-Assisted Smart Lock with Face Recognition and an OTP-Based
Temporary Access system, designed for hands-free entry and enhanced security in homes and workplaces. Unlike
traditional locks that use keys or passcodes, this system employs real-time facial recognition for user
authentication, reducing risks from lost keys or stolen credentials. The OTP mechanism allows homeowners to
issue one-time access codes to guests, sent directly to their registered mobile numbers for secure, time-limited
entry. An adaptive lighting module improves recognition accuracy in low light, and a voice assistant offers
automated instructions to visitors. With 10T integration, users can monitor access logs, receive alerts, and
manage permissions via a mobile app. This study addresses limitations in current facial recognition security

systems, demonstrating the system's efficiency, adaptability, and convenience for residential and commercial use.

I. INTRODUCTION

Security has always been a primary concern for individuals and organisations. With the increasing number of
unauthorised access incidents and security breaches, there is a growing demand for automated and intelligent
control systems. Traditional locks, such as key-based and password-protected mechanisms, have several
vulnerabilities, including the risks of theft, duplication, and forgetfulness.

The research explores the development of a smart lock system that integrates face recognition and voice assistance
to improve security while improving user convenience. The proposed Voice-Assisted Smart Lock with Face
Recognition eliminates the need for traditional keys or PIN-based access, relying instead on machine learning-
based face recognition to authenticate users. A high-resolution camera captures facial images in real-time, while
a microcontroller processes the data.

To ensure optimal performance under varying lighting conditions, an adaptive lighting module is integrated,
automatically illuminating faces in low-light scenarios. Additionally, a voice-based assistant offers real-time audio

instructions, guiding visitors and delivery personnel on proceeding when access is restricted. The research builds
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on prior studies in biometric security and 10T-based smart locks, addressing common challenges such as
environmental adaptability, real-time user feedback, and unauthorised access detection. By incorporating an |OT-
enabled notification system, homeowners can receive alerts about access attempts, monitor entry logs, and even
control door access remotely.

The proposed system aims to enhance the efficiency, accessibility, and scalability of smart home security
technologies, making them more robust and user-friendly for modern security applications.

I1. RELATED WORKS

In recent years, a number of enhancements have been made in the domain of smart security systems leveraging
facial recognition, 10T, and machine learning. This section presents a review of five notable studies that have
contributed significantly to the development of intelligent and secure door lock mechanisms.

Gupta et al. (2023) proposed a Smart Face Recognition System integrating 10T and machine learning for real-time
face recognition using cameras and sensors. The system is designed to adapt and improve over time under
challenging conditions. While it shows high potential in accuracy and wide applicability for secure access, the
study highlights privacy and security concerns, especially regarding data breaches due to cloud connectivity [1].
Surla et al. (2023) introduced an 10T and Face Recognition-based Automatic Door Lock System that utilises
Raspberry Pi for real-time monitoring and mobile alerts. Its strength lies in its cost-effectiveness and mobile-
accessible interface, making it suitable for home environments. However, it suffers from limitations in seamless
two-way remote communication and potential hardware performance issues [2].

Ghai et al. (2024) presented a Face Recognition and OTP-Based Security Lock System, which combines facial
recognition with OTP-based authentication via GSM. This dual-authentication approach enhances security and
recognition accuracy. Nonetheless, the system poses integration complexities and user inconvenience due to the
manual OTP entry, along with limited scalability for larger installations [3].

Lenka et al. (2020) developed a Security System Using Facial Recognition and an Arduino Keypad Door Lock,
merging face recognition with PIN-based authentication. The system, built using OpenCV and machine learning,
offers a secure and cost-effective solution using Arduino. Its drawbacks include performance variability under
different lighting conditions and potential user inconvenience in larger deployment scenarios [4].

Krishna Chaithanya et al. (2018) proposed an loT-Based Embedded Smart Lock Control System using Haar-like
features and LBPH for face recognition. This model is effective for smart home integration and supports remote
access control. However, it struggles with robustness in poor environmental conditions and is susceptible to real-
time latency and spoofing attacks [5].

Collectively, these studies demonstrate the evolving nature of intelligent security systems, each addressing unique
challenges and contributing to the broader goal of enhancing home and institutional safety through technology.
Despite their advantages, common limitations across the works include environmental sensitivity, user
convenience issues, and integration complexity, emphasising the need for more robust, user-friendly, and scalable

systems in future developments.
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I1l. METHODOLOGY

This study presents a biometric-based smart locking system that integrates real-time facial recognition, OTP-based

temporary access, voice assistance, and 10T-enabled remote monitoring. The proposed work is designed to

provide seamless access control while addressing challenges such as low-light facial recognition, unauthorised

access, and temporary visitor management. The methodology involves the design, implementation, and testing of

the system'’s core components, as detailed below.

1. System Architecture

The system follows a modular architecture comprising the following components:

e Microcontroller Unit (MCU): Serves as the central processing unit, handling face recognition, OTP
generation, and IOT communication.

e Face Recognition Module: Authenticates users using machine learning-based image processing.

e OTP-Based Access Module: Provides temporary access through one-time password (OTP) verification for
guests.

e Voice Assistance Module: Delivers audio feedback to guide users and visitors.

e  Adaptive Lighting Module: Enhances image quality under low-light conditions.

Figure 1: Prototype of the project
The hardware implementation consists of a camera, a microcontroller (Arduino), LED lighting, speakers, and an

electronic lock mechanism. The software implementation utilises OpenCV and Python-based OTP generation.

Figure 2: Circuit Diagram
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2. Face Recognition Module

2.1 Image Acquisition

e  Capture 700 facial images of the target person.

e  Save the images with proper naming conventions (e.g., user.1.jpg, user.2.jpg, ..., user.700.jpg) in a designated
directory.

2.2 Model Training

e  Use the captured images to train a facial recognition model.

e Extract features from the images using algorithms like LBPH (Local Binary Patterns Histograms) or other
available face encoders.

e Train a classifier (e.g., using OpenCV's face recogniser or a custom model) with the labelled image data.

2.3 Face Detection (Real-time)
e Use Haar Cascade Classifier to detect faces in real-time from a webcam/video feed.
e Load the trained face classifier to recognise the detected face.
e  Continuously scan for faces using cv2.CascadeClassifier(‘haarcascade_frontalface_default.xml’).

2.4 Communication with Arduino

o Ifaface is detected and recognised correctly:

o Send a specific message (e.g., a character or string like '1") to the Arduino via Serial Communication (e.g.,
using PySerial).

o The Arduino can then take appropriate action (e.g., unlock a door, turn on an LED).

3. OTP-Based Temporary Access Module

To facilitate controlled access for temporary visitors, an OTP-based mechanism is integrated:

1. OTP Generation: A randomly generated numeric code is sent via SMS or email using Twilio API/Firebase
Authentication.

2. OTP Verification: The visitor enters the OTP via a touchscreen keypad or mobile app.

3. Access Control:

o Ifthe OTP is valid, access is granted for a predefined time window.

o Ifthe OTP expires or is incorrect, access is denied.

4. Logging and Monitoring:

o All OTP-based access attempts are stored in an encrypted log for auditing.

o The system allows the owner to revoke access manually via a mobile application.

Figure 3: PIR and Light module
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4. Adaptive Lighting Module

To enhance recognition accuracy in low-light environments, the system integrates an automatic lighting module:
1. Light sensors monitor ambient lighting conditions in real-time.

2. When dim conditions are detected, an LED light is activated to illuminate the user’s face.

3. The camera exposure and brightness parameters are dynamically adjusted to optimise facial recognition.

4. After authentication, the lighting automatically switches off to conserve power.

5. Voice Assistance Module

The system employs a voice-based guidance mechanism to improve user experience and assist visitors:

5.1 Pre-recorded voice messages provide real-time feedback, such as:

o "Access granted. Welcome!"

o "Unauthorised access detected. Please try again or enter an OTP."

o "Please place your package in the designated area."

5.2 The voice assistant is implemented using Google Text-to-Speech (TTS) APl or Amazon Polly, ensuring real-

time, natural language interaction.

Figure 4: Voice module

IV. DATASET DESCRIPTION

The dataset used for this research was specifically created to train and evaluate a real-time face recognition system
integrated with Arduino. It consists of 700 facial images captured from a single individual. The primary objective
of generating a custom dataset was to ensure that the model could be trained in a personalised and controlled
environment, making it highly suitable for embedded systems and applications such as automated door access
control, attendance systems, and security solutions.

All 700 images were acquired using a standard webcam with a resolution of 640x480 pixels. The images were
captured using OpenCV’s Python interface, which allowed for real-time frame capture from the webcam. To
ensure data diversity and improve the robustness of the model, the images were collected under various real-world
conditions, which include:

o Different facial expressions — smiling, neutral, surprised, etc.

e Varying head orientations — slight tilts in left, right, up, and down directions.

e  Multiple lighting conditions — daylight, indoor lighting, and low-light scenarios.

e With and without accessories, such as eyeglasses.
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Each image was converted to grayscale during the acquisition phase to reduce computational complexity and
improve processing speed. The images were stored in JPEG format, following a consistent naming convention
such as user.<ID>.jpg (e.g., user.l.jpg, user.2.jpg, ...,700.jpg). This naming convention facilitated systematic
labelling and retrieval of images during the training phase.

No advanced preprocessing steps were applied before training, apart from grayscale conversion. This decision
was made to mimic real-time conditions and allow the classifier to learn directly from raw visual features. The
labelling process was straightforward, as all images belonged to a single user and were labelled accordingly for
use with supervised learning algorithms.

Before model training, each image underwent face detection using OpenCV’s Haar Cascade Classifier
(haarcascade_frontalface_default.xml). This step ensured that only the facial region was extracted and used for
training, thus eliminating unnecessary background noise. This method also aligned with the real-time face
detection mechanism later used during the testing and deployment phase.

This self-generated dataset was deemed ideal for the project for several reasons:

e Itallowed for controlled data collection tailored to the application’s requirements.

e Itensured legal and ethical compliance, avoiding issues related to privacy or licensing of external datasets.

e It provided flexibility for retraining or updating the model with additional samples as needed.

RESULT

The proposed face recognition system was successfully developed and deployed in real time. It involved the
complete pipeline from dataset generation to model training, real-time face detection, recognition, and
communication with external hardware (Arduino).

After capturing 700 facial images of a single individual, the face recognition model was trained. The training
process was smooth and error-free, confirming that the image acquisition and preprocessing steps were effective.
In the testing phase, the system was connected to a webcam to monitor a live video feed continuously. The Haar
Cascade Classifier was used for detecting faces within each video frame. Once a face was detected, the system
proceeded to identify the individual using the trained model. When the face matched the trained user, the system

immediately triggered serial communication with an Arduino board.

Trial Recognized (Y/N) Confidence Distance
1 N Not recognized 15cm
2 ¥ 19 20cm
3 Y 21 25cm
4 Y 21 30cm
5 4 23 35cm
6 N Not recognized 40cm

Table 1: Face Recognition
True Positive Rate = 4/6 = 66.67%
The integration with Arduino was implemented using serial communication over USB. Upon successful
recognition of the user, a specific command was sent from the computer to the Arduino using the PySerial library.
The Arduino was programmed to respond by unlocking the solenoid, indicating that the user was recognised.
The entire system worked consistently in real-time, with the webcam detecting the user's face, recognising the

identity, and signalling the Arduino with minimal observable delay. The response from the Arduino was
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immediate and reliable, demonstrating a successful end-to-end system capable of real-time user recognition and

hardware interaction.

Test Case Input Expected Output Actual
Output
PIR +LDR | Motion indark | LED ON + Audio Working
Keypad Correct Code Unlock + Welcome+ Buzzer once Working
Keypad Wrong Code Lock+ Incorrect Password + Buzzer Twice | Working

Table 2: Hardware components test

The system also maintained stability over multiple test runs and was able to detect the face even with minor

variations in head position and facial expressions. This indicates that the model and detection mechanism were

sufficiently robust for practical use in personalised face-based access control systems.
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