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ABSTRACT

The detection of product defects is essential in quality control in manufacturing. This study surveys state of the
art deep-learning methods in defect detection. First, we classify the defects of products, such as electronic
components, pipes, welded parts, and textile materials, into categories.

Second, recent mainstream techniques and deep-learning methods for defects are reviewed with their
characteristics, strengths, and shortcomings described.

The core ideas of study is related to high precision, high positioning, rapid detection, small object, complex
background, occluded object detection and object association, are summarized.

In this work, we suggest a machine vision system for automating the inspection process for gears with defects.
The implemented inspection system uses a faster R-CNN network to identify the defects, and combines sector

knowledge to reduce the manual inspection of non-defective gears.
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1. INTRODUCTION

This study focuses on the detection of small objects in radiographs, specifically manufacturing defects. There are
few studies available that directly compare various object detectors (e.g., SSD, YOLO, Faster R-CNN) against
each other when tasked with defect detection in images. In addition to highlighting works related to tire defect
detection, additional studies involving object detection within radiographs, and small object detection studies
will be reviewed.

Current analysis of manufacturing defects in the production of Gears and inspection at an industry partner’s
manufacturing plant requires that a quality control specialist visually inspect radiographic images for defects of

varying sizes. For each sample, twelve radiographs are taken within 35 seconds. Some defects are very small in
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size and difficult to see (e.g.cracks) whereas others are large and easily identifiable. Implementing this quality
control practice across all products in its human-effort driven state is not feasible given the time constraint

present for analysis.

2. DESIGN AND PROPOSED SETUP-

The conceptual framework adopted for the development, assessment, and iteration cycles of the deep learning
models in this study is based off of the IBM® (2017) machine-learning 2 model creation workflow. The portions
of this workflow in Figure 1 related to data acquisition have been omitted as Old Dominion University was

provided the raw ground truth data.

Add/edit annotation
Annotation Guidelines

——— —— —
Create ground truth \
J
/

/

o @ @ = o—

Literature review and Data ingestion and Train model Evaluate Model  Publish model
model selection preprocessing
Figure-1

The general methodology used in the data preparation, data preprocessing, model configuration and performance
evaluation of the Mobilenet SSD object detectors has been adopted from MathWorks (2022). A summary of this
methodology is provided in Figure 2 The metrics utilized to assess model performance are further discussed in

this chapter along with metrics improvement workflows and techniques.

Figure-2
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3. OBJECTIVES AND DISCUSSIONS-

The proposed work consists of following objectives

1. To reduce the human effort required for Quality check.
2. To show how to take out defects during this test.
3. To determine and expel damaged product in manufacturing strategy and survey of the product failure rate.

A existing literature on object detectors in a defect detection setting was conducted to aid in the selection process
of the detector algorithm. Of focus were studies related to the inspection of radiographs in real-time. Additional
consideration was given to studies where the performance of small object detection was characterized. Following
the literature review, defect detection models were trained and assessed for performance. The object detector

utilized in this study is Tensorflow with a Mobilenet SSD architecture.

4. CONCLUSION-

This study focuses on the detection of small objects in radiographs, specifically manufacturing defects. There are
few studies available that directly compare various object detectors (e.g., SSD, YOLO, Faster R-CNN) against each
other when tasked with defect detection in images. In addition to highlighting works related to tire defect detection,
additional studies involving object detection within radiographs, and small object detection studies will be

reviewed.
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