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ABSTRACT

In modern days, system failure is a grave issue and needs to be dealt with. IT companies or various research
organizations can be highly benefited if an accurate system failure prediction can be obtained. The adverse effect of
computer failure is somewhat mitigated if a proper prediction is made beforehand. The usage of resources, applications
and other memory consuming processes can be limited if such a case is about to occur thus preventing the system
breakdown.

Achieving accurate predictions with adequate time left is quite difficult. In this paper, we present a simple approach to
detect the failure by parsing the log files quite in advance. We generate an early warning before a failure condition
arises. To serve our purpose, we have used a Recurrent Neural Network, namely, Long Short-Term Memory. The
approach in this paper uses a sliding window to fetch the desired results. The important factors taken into account
being RAM, CPU and Hard Disk utilization.
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1. INTRODUCTION

With recent emerging technologies in computing, we have seen tremendous dependence on these to serve a variety of
critical services. Sectors such as banking, research organizations and railway/flight reservation portals rely on computer
systems. It is quite clear that reducing the downtime of these systems is extremely important and can be vital for various
operations in day to day life. Various examples have portrayed the impact of disruption from a computing failure. For
instance, in March 2008, a computing failure in the baggage system at Heathrow airport is estimated to have cost $32
million and affected 140,000 people [1].

Console logs or the logs generated in .nmon format for Linux systems have a piece of descriptive information that we
have used here to serve our purpose.

System Failure Prediction is essential in many applications like where a computer needs to perform high computations.
Very high usage of hard disk or crash of RAM can prevent the applications being executed on HPC (High-Performance
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Computing). High-Performance Computing is the use of parallel programming in order to run complex programs
efficiently. The recovery of HPC can take long or even might not be possible at times. As per the research conducted at
the University of Toronto, their data shows that by far the most common types of hardware failures for HPC are due to
problems with memory or CPU. 20% of hardware failures are attributed to memory and 40% are attributed to CPU.
Hence this approach can help us to fully utilize the potential of HPC and alert a user before system failure arises. There
have been several approaches to system failure prediction. Some of them include Bayes networks, Hidden Markov
Models (HMM), Partially Observable Markov Decision Process (POMDP), Support Vector Machines (SVMs). [2,3]
The use of time series forecasting has been common too but it didn’t include the parameters that we are going to state

next which can be beneficial.

The rest of the paper is divided is structured as follows. Section 2 consists of a description of .nmon extension log files
generated from a system and the process of extracting the CPU, RAM and Hard disk utilization from the various

parameters.

Log files obtained from systems comprises of information on the status and memory consumption of a system. We
know that three main utilizations of a computer are CPU, RAM, and hard disk utilization. These log files can provide us
with timestamps and the exact utilization of resources on definite timestamps. We have taken into account the values at
timestamps with the same interval.

We had a data comprising of the log files of a system generated in the past five days in .nmon format. The timestamp

variation considered is fixed and has a fixed gap of 10 minutes.
2. PROPOSED METHODOLOGIES
2.1. System Log Files (Parameters reduction)

In computing, log files are the ones which keep track of all the events occurring in an operating system. Most operating
systems include a logging system. System log files enable a dedicated, system to generate, filter and analyze log
messages. These files are essential to study the consumption of various resources while processes are executed in a
computer system. System log files give the status of a particular process such as security problems or system errors. By
reviewing the log files, the user can figure out the reason for any issue arising or whether all required processes are

loading properly. It contains information about the software, hardware and system components.

We had .nmon files which were converted to .csv for proper study. We can also visualize the data using nmon visualizer

tool. The parameters we are considering for CPU, RAM, and Hard disk utilization are listed below.
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2.1.1. CPU Utilization
Table 1: CPU utilization
User%: This states that the processor is spending x% of its time running user space processes. A user-

space process is one that doesn’t use kernel. Some common user-space process includes shells,
compilers, databases and all programs related to desktop. If the processor isn’t idle then usually

the majority of CPU time is used to run user space processes.

Sys%o: This states that the processor is spending x% of its time running user space processes. A user-
space process is one that doesn’t use kernel. Some common user-space process includes shells,
compilers, databases and all programs related to desktop. If the processor isn’t idle then usually

the majority of CPU time is used to run user space processes.

Wait%: This states that the processor is spending x% of its time running kernel processes. All the
processes and system resources are handled by the Linux kernel. The kernel performs tasks like

running system processes managing hardware devices like a hard disk in kernel space.

Idle%: This shows what percentage of CPU is waiting for other processes to complete. At times, the

processor might initiate a read/write operation and needs to wait for other processes to finish.

Hence we can see in Table 1, Idle% doesn’t contribute to CPU utilization. Adding User%, Sys% and Wait% gives us

the percentage of CPU utilization at that particular timestamp.

CPU utilization = User% + Sys% + Wait% 1)

We take the logarithmic value to keep the value small i.e between 0 and 2. For example,

log(1)=0 (CPU is mainly idle)
log(100) = 2 (CPU is fully utilized)

2.1.2. RAM utilization
Ram or Random Access Memory is a computer data storage used to store working data or machine code. Even though a
computer might have 16 GB or more RAM, excessive usage of memory has been causing an immense problem which

might lead to system crash.

High RAM usage can lead to many issues. The major causes for a high RAM usage being too many startup

applications, too many processes running in the background, low RAM.

40|Page




International Journal of Advance Research in Science and Engineering Q
Volume No.08, Issue No.08, August 2019 I AkSE
www.ijarse.com ISSN: 2319-8354

Table 2: Memory nomenclature for RAM

MemTotal Total usable memory

MemFree The amount of physical memory not used by the system

Buffers Memory in buffer cache, so relatively temporary storage for raw disk blocks.

Cached Memory in the page cache (Diskcache and Shared Memory)

Table 2 shows common memory notations. We can calculate total memory used using the formula:

MemUsed = MemTotal-MemFree-Buffers-Cached 2)

% of used RAM at a particular timestamp = (MemUsed/MemTotal) * 100 (©))
2.1.3. Hard disk utilization
A hard disk or is an electromechanical data storage device to store and retrieve digital information. In Linux, we can get
the hard disk utilization by various drives using ‘df -h’ command. This gives the percentage use of a particular drive.
Suppose a write operation is taking place in a hard disk and memory of Hard disk is constantly getting filled. We can
get the free space of hard disk at any timestamp. Subtracting this from the total hard disk memory provides the hard
disk space in use.

Hard disk utilization %= (Hard disk space used/ total hard disk space) *100 4
2.2.PCA
Now we have our values for CPU, RAM and hard disk utilization for timestamps. We apply PCA to get a single
reduced value out of these 3 parameters. As we know PCA or Principal Component Analysis is a way to deal with
highly correlated variables. We can get a single value for all the utilizations stated above. We can then apply univariate
time series forecasting to predict a single value for the future timestamps.

We have applied the covariance matrix method to compute PCA.

The covariance matrix is a matrix whose element in j, k position is calculated as the covariance between jth and kth

elements of a random vector.

The covariance matrix is solved by calculating the eigenvalues (A) and eigenvectors (V) as follows:
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where V and A in equation 5 represent the eigenvectors and eigenvalues of the covariance matrix, respectively.

The eigenvalues are scalar. [4] The eigenvectors are non-zero vectors representing the principal components (PCs), i.e.
each eigenvector represents one PC. The eigenvectors state the direction of PCA space while the eigenvalue represents
the length, magnitude or robustness of eigenvectors. The eigenvector which has the highest scalar value is used to

depict the first principal component and has maximum variance.

Steps for applying PCA:

a) Standardized the data.

b) Calculate the eigenvalues and eigenvectors from the covariance matrix.

c) Sort the eigenvalues in decreasing order to rank corresponding eigenvectors.

d) Select 1 eigenvector corresponding to the largest eigenvalue. This gave us the reduced parameter for each timestamp.
2.3. Using LSTM to predict the value at future timestamps (univariate time series forecasting):

Fig. 1 briefly summarizes the approach we’ve used in our paper. We’ve let a moving window run on the log files and

fed it as inputs to the LSTM. On getting a high value of RAM, CPU and Hard disk utilization, a seismic effect is
generated and we can then send an Email or SMS alert to the user if we obtain a failure prediction.

Fig 1: Basic working principle of our model
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LSTM or Long Short-Term Memory is an artificial Neural Network architecture used in the field of Deep Learning. A

common LSTM unit comprises of a cell, an input gate, an output gate and a forget gate. The cell remembers the values
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over arbitrary time intervals and the other 3 gates help to regulate the flow of data according to need. The input gate

controls the flow of input activations in the memory cell and the output gate controls output flow of cell activations.
An LSTM network computes a mapping from an input sequence x = (x1, ..., XT ) to an output sequence y = (y1, ..., yT)

by calculating the network unit activations using the following equations iteratively

(6)
()
(8)
9)
(10)
(11)

From equations (6,7,8) i, f and o, are called input, forget and output gates respectively. W is the recurrent connection at
the previously hidden layer and current hidden layer, U is the weight matrix connecting the inputs to the current hidden

layer. o is the sigmoid function which squashes the value of a function between 0 and 1.

From equation (9), is a “candidate” hidden state that is computed based on the current input and the previous hidden

state. From equation (10), C is the internal memory unit, tanh being the activation function used.

We have denoted * as element-wise multiplication and ignored bias term, the hidden state h;as mentioned in equation
(11) is calculated by LSTM. [5]

The steps we followed:

i) A moving forward window of size 50, which means we used the first 50 data points as out input X to predict Y
i.e.[) 51st data point. Using the window from I to 51% point next, we forecast for the 52" point.

ii) A two-layered LSTM model combined with a dense output layer was used to make the prediction.

iii) We used the following two approaches to predict the output[1—[]

a) We forecasted the value for each item in the test dataset.

b) We feed the forecast which was made previously back to the input window by moving it a step forward and make a
forecast at the timestamp needed.

We have a 3D input vector for the LSTM comprising of a number of samples, number of timestamps, number of

features.[6]

After saving the weights for the model trained, we plot the predicted values to visualize the trend in data. We have the
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model with a 2 layered LSTM and a dense output layer at the end as shown in table 3 below. We use dropout in

between as it is a regularization technique that is used to prevent over-fitting while we train our LSTM model.

Table 3: LSTM Model summary :

Layer (type) Output Shape Param #
{;tm_l (LSTM) (None, 56, 50) 16400
dropout 1 (Dropout) (None, 58, 50) B
lstm 2 (LSTM) (None, 256) 314368
dropout 2 (Dropout) (None, 256) 0
dense 1 (Dense) (Mone, 1) 257
activation 1 (Activation) (None, 1) 5]

Total params: 325,025
Trainable params: 325,025
Non-trainable params: ©

Thus using this trained LSTM model, we obtained the results for various timestamps. The result wasn’t exactly accurate
as we trained on a dataset consisting of log files for just 5 days. This can be more accurate if we have stored the log

files for a longer duration.

3. RESULTS

Fig 2 displays the graphical view of predicted values and actual values to find the trend. Despite the less amount of
training data, we got the desired variations in output. Our model was able to capture the trend. With more training data,

more accurate results can be predicted.

The green line represents the actual values while the blue line represents the predicted values. On X-axis, we have the

dates with a timestamp gap of 10 minutes. The Y -axis is the PCA reduced value which we earlier obtained.

The saved weights help us to predict the reduced values for future timestamps. Having the timestamps and PCA
reduced value for failure cases (can be noted for some cases where actual system failure took place), we can correctly
classify whether the predicted value falls in failure class or not. We used the Logistic regression classification algorithm

to serve our purpose.
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processes. Using LSTMs for time series forecasting helped us to get the reduced values for future timestamps. Then that

This paper will help users to prevent system failure as it can send an alert mail or SMS to the person before the actual
failure takes place. The user can then limit the number of running processes on the system by terminating redundant

This work can be extended if we can add some more features to the existing list. We have just considered CPU, RAM

value was classified as Normal or Failure class using the Logistic Regression Classification model.

4. CONCLUSION
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and Hard Disk utilization for our research. Parameters such as Input/output data transfers i.e. rate at which data is
written on the hard disk, time for which a particular process is running can also be taken into consideration to obtain
better accuracy.
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