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ABSTRACT

Multinational companies have ability to research and produce new drugs or medicine. Developing new drugs or
medicines it must be increased cost in our daily life. The innovation of drug or medicine, they are divided into
two categories; original research drug and generic drugs. Only large multinational industries have ability to
research new drug and they are very costly. Thus it required to reduce research and development cost of new
drugs. In data mining, classification technique is used to classify different categories of drugs. They are
classified unknown type of drug based on training sample drugs data set. We used k- Nearest Neighbor
classification technique to categories the drug data based on similarity of drugs or medicine. Similarity
searching in chemical drugs and the classification technique is used to classify the unknown type of drugs and

provide assistance for drug screening during the development process.
Keywords:chemical drug classification, similarity between medicines, data mining, K-NN algorithm.

I. INTRODUCTION:

The drug data is obtained publicly available data on the internet, Pharmacodia is a big platform that focus on
pharmaceutical research and developing new drugs. The drug data includes physical and biological properties of
drugs that specify drug information, drug name and indication. The drug data can be classified chemical
properties and biological properties of drugs. There is large number of chemical and biological drugs; it must be
automate the classification of drugs. The classification technique used to predict the unknown type of drugs and

supporting role in drug screening during the development process.

Searching is very important in large number of drug dataset. Similarity searching in drug dataset is used to find
the information of drug or medicine. It will provide the drug content and the drug information which identified

the chemical drug data.
Il. RELATED WORK:

There are many classification algorithms which are used to classify data with different categories. Random

forest algorithm is used to predict drug and drug target. The kernel regression method is used to characterize the
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chemical structure [10]. Rhodes et at. [11] Purposed predictive model of the interaction between proteins by

selecting chemical parameter, structural selection and other characteristics as attributes.

The vector space model calculates the similarity between medicines by implementing a cosine formula [3].
Feature selection has two approaches for calculating the similarity between medicines, target method [4] and
structure method [5].Drug target is highly accurate and provide credible theoretical basis for drug development.
The structural method which used to structure as a feature in drug classification calculates the similarity

between medicines [6].
I11. METHOD:
K-NN model:

K- Nearest Neighbor is one of the most popular supervised classification algorithms. K-NN classification
algorithm is used to predict the target label by finding nearest neighbor class. K nearest neighbors is a simple

algorithm that stores all available cases and classifies new cases based on a similarity measure.

Classification of drugs data based on physical and chemical properties of drugs. The drugs data is used to
categories the different types of drugs depends on properties of drugs such as molecular mass, hydrogen bond
donors, bond acceptors, flexible rotation key, surface area and hydrophobic constant. Prediction of drug data are

made for new instance by searching through the entire training set for the K most similar instances.

The drug data which represent mathematical description of drugs data defined as X denote the vector of the
chemical properties of the drugs, where each drug represents a sample. Thus, X={x1, x2, x3, x4, x5, x6}, where
x1 denote molecular mass, x2 denotes hydrogen bond donors, x3 denotes bond acceptors, x4 denotes flexible
rotation key, x5 denotes polar surface area, and x6 denotes hydrophobic constant. There are n samples in the
drug dataset X={(X1,Y1), (X2,¥2),....,(Xn,¥n)}, Where each sample is a vector (X,Y.). X, denote the chemical
properties of drugs and y, denote the category of drugs. Suppose y', is the category in y, which has value of
drug category, and y®, is the category in y, which no value of category. Then the drug datasets can be divided
into two independent subsets X, and x,, where X={(X';, ¥'1), (X2, ¥2)s---o( X'n, ¥') Fand x,={(x*, y"1), (X"
Y°2),...o( X", Y) .1t will train the classification model from the dataset x; to predict the category of drug in x,,

and then provide predictive value for the null values in y*,,
1V. CONCLUSION:

We proposed classification technique is used to classifydifferent categories of drugs. Large no of drugs and their
physical and chemical properties of drugs, thus newclassification algorithm based on the k-NN chemical is
proposed. We classified various drugs with known physical and chemical properties according to k-NN
classificationmodel. There are classified drug and drug target which is used to predict a new drug. Itwill identify
similarity calculation between drug and target chemical datasets. The classification method based on chemical
similarity depends entirely based on available trainingdata and the similarity searching in chemical drug are

identified similar type of drugs and provideinformation of drugs.
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