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ABSTRACT

In order to obtain or designing an intelligent and accurate system for the automatic recognition of speech,
feature extraction process is considered as the key and most important phase. There are different speech
feature extraction techniques available, but the most powerful and dominant techniques are considered as
Linear Predictive Coding (LPC) and Mel Frequency Cepstral Coefficients (MFCC). These techniques are
based on spectral analysis. In this paper, an attempt has been made to investigate various spectral
properties of Assamese speech at the word level with the help of these two spectral feature extraction
methods. Algorithm to find out the feature vectors are discussed in this paper. The implementation results
obtained are analyzed for vowels as well as different types of word structures. Paper is concluded with

applying the k-mean clustering to the features extracted.
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I.INTODUCTION

It is difficult for a machine to differentiate between different kinds of sounds as human beings perceive it. For
example, a particular word is uttered by a number of speaker, the sound waves produced will be different due to
the speech variations present in each individuals. Human beings are capable of recognizing this word because
these sound waves have some common features that they can able to differentiate them. But for a machine to
differentiate different sound waves, important features of the speech signals have to be extracted by some
feature extraction techniques. The principal objective of front end processing in speech recognition is to bring a
projection of the speech signal to a feature vector space [2]. And with the help of this feature vector space, for
further processing, some relevant and important information from the speech signals can be easily extracted.
Spectral analysis of speech signals basically involves digital filtering techniques to remove the additive noise
and it also emphasizes important frequency components of interest [3]. Though a speech signal is non-stationary
in nature, it is assumed to be stationary or static during a short period of time [1]. So the speech signal is divided
into a number of frames and spectral analysis is done on these frame based segments [4]. In this study, each
speech signal having sampling frequency 16000 Hz is blocked into frames of 256 samples, and consecutive

frames are spaced 16 samples apart. Each frame is then multiplied by 8 sample Hamming window. Using the
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Levinson-Durbin algorithm and autocorrelation analysis on each frame, an LPC analysis of order 10 is
performed which allows us to estimate the LPC coefficients. After that | performed the cepstral analysis and
converts the LPC coefficients into the cepstral coefficients (LPCC). From each frame of a speech signal, first 20
LPCC have been extracted. Similarly | perform the feature extraction of Assamese word speech Using MFCC. |
employ the well-known K-means algorithm which constitutes clusters of the non-static feature structure
extracted from the speech sample. K-Means function is used to group the speech feature parameters whose
dimension has been reduced. From the resulting cluster centers (centroids), | have found the number of clusters
as k=10 and k=16, performing 50 runs for each value of k. We conclude by noting that in this study, LPC and
MFCC are considered as features which are further used to recognize Assamese word using Neural Network

model.

1. IMPLEMENTATION OF FEATURE EXTRACTION SYSTEM USING LPC

LPC is known as a digital method used for encoding an analog signal. It is basically based on the mathematical
approximation of the vocal tract, which in turn models the vocal tract as an Infinite Impulse Response (IIR)

system to produce the speech signal.

Dt actian

Blockine

g Auto Eormelation
Cosffclant — LFC Anmlve B A — _—

|

Famture Wacorm

Figure 1: The block diagram of LPC processor.
In the present study, the values of the parameters are as given in Table 1.

Table 1: Values of LPC analysis parameters

PARAMETERS NOTATIONS VALUES
Sampling Frequency Fs 16KHz
Number of samples in each frame N 256
Number of samples shift between frames M 128
Order of LPC analysis P 10
Dimension of LPC based feature vectors Q 20
Number of frames over which cepstral time | K 2
derivatives are computed

After passing through all the steps, it yields the first 20 cepstral coefficients together with their corresponding
graphs for all 32 frames. Physically, these coefficients are reflecting the difference of the biological structure of
human vocal tract. The sampled speech signals, having sampling frequency 16000 Hz, are blocked into 32

frames with each frame containing 256 samples.
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We have seen from the Figure 2.1, Figure 2.2, Figure 2.3, Figure 2.4, Figure 2.5 and Figure 2.6 that the value
of the cepstral coefficients are more significant for 12th frame out of all 32 frames. In Figure 2.1, Figure 2.2,
Figure 2.3, Figure 2.4, Figure 2.5 and Figure 2.6 it can be nicely observed that from 13" frames onwards the
values are negative or tends to zero. This implies least significant bits are available from 13th frame onwards.
This is clearly indicates that the speech features are more prominent for 12th frame and hence they are
considered sufficient as features for further processing. In this present study several word patterns including
(CV, CVC, VC etc) are taken and corresponding cepstral coefficients are evaluated. This can be realized by
making a comparison of cepstral coefficient graphs for the first 12" frame of each speech signal for male and
female informants each. The preliminary step in Spectral analysis of speech signal is to create a vowels database
since for recognition of vowel sounds are most important in any language. For creating a most successful speech
recognition system, accurate Spectral analysis of vowel sounds acts as the backbone. Below, we produce such

comparison graphs for /a/(=t), /i/ (2) and /u/ (8) from vowel database and words like / no / (=), /azi/ (SrfS7) and

/nak/ (&IT®) bearing structures like CV, VCV and CVC respectively from word database spoken by a female and
a male informant. In Figure 2.7, Figure 2.8, Figure 2.9, Figure 2.10, Figure 2.11 and Figure 2.12, the cepstral
coefficient graphs for the 12" frame of the Assamese vowel /a/(=), /i/ (8) and /u/ (3) and words like / na / (),
lazil (Sf&), /nak/ (ATF) for a female and a male speaker respectively have been shown. We have seen that

there are distinct differences in the cepstral coefficient of male and female informants in the graphs. This

provides an alternative and perhaps more technical way to identify sex of Assamese speaker.
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Figure 2.1: Cepstral Coefficients extracted from

Figure 2.2: Cepstral Coefficients extracted from the
the first 12" frame of Assamese vowel /a/ (=) for a g P

first 12™ frame of Assamese vowel /i/ (3) for a female

female and a male speaker.
and a male speaker.
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Figure 2.3: Cepstral Coefficients extracted from Figure 2.4: Cepstral Coefficients extracted from the

the first 12" frame of Assamese vowel /u/ (8) for  first 12" frame of Assamese word / na / (&) “Nine”, for

a female and a male speaker. a female and a male speaker.
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Figure 2.5: Cepstral Coefficients extracted Figure 2.6: Cepstral Coefficients extracted from the
from the first 12" frame of Assamese word / azi/ ~ first 12" frame of Assamese word /nak/ (dTF) “Nose”
(auf&v) “Today” for a female and a male for a female and a male speaker.

speaker.

160 |Page




International Journal of Advance Research in Science and Engineering

Volume No.07, Issue No.05, May 2018

www.ijarse.com

Frame no 12

LogMagniuda e

i3 — »

0 2 4 € 8 1B 12 " 16
Copatedd Coufonmae

18 0

LogMagniuce 4B

IJARSE
ISSN: 2319-8354

Frame no 12

4

3

8 18 12 1 16 18 b,
Capstrd Coafcients

Fig

ure 2.7: Cepstral Coefficients extracted from the 12" frame of Assamese vowel /a/ (i) for a male and a

female speaker.
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Figure 2.8: Cepstral Coefficients extracted from the 12" frame of Assamese vowel /i/ (%) for a male and a

female speaker.
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Figure 2.9: Cepstral Coefficients extracted from the 12" frame of Assamese vowel /u/ (8) for a male and a

female speaker.
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Figure 2.10: Cepstral Coefficients extracted from the 12" frame of Assamese word / na / () “Nine”, for a

male and a female speaker.
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Figure 2.11: Cepstral Coefficients extracted from the 12" frame of Assamese word /azi/ (Sf3v) “Today”,

for a male and a female speaker.

Figure 2.12: Cepstral Coefficients extracted from the 12" frame of Assamese word /nak/ (A1) “Nose” for

a male and a female speaker.

I11. IMPLEMENTATION OF FEATURE EXTRACTION SYSTEM USING MFCC

MFCC is another one of the most popular spectral feature extraction technique which is a special case of
homomorphic signal processing. In the speech processing technology, the Mel-Frequency Capstrum (MFC), is
referred as the discrete cosine transform (DCT) of the log filter bank amplitude. MFCC is based on the known
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variation of the human ear’s critical bandwidths with the frequencies. The speech signal is expressed in the Mel
frequency scale for determining the phonetically important characteristics of speech.

The flowchart to determine the MFCC is as shown below in Figure 3.

FRAMMING WINDOWING
PRE EMPHASIS — FRAMMING

FEATURE DISCRETE COSINE MEL FILTER
- EXTRACTION TRANSFORM Gr— s

Figure 3: MFCC flowchart

The implementation procedure using MFCC also involves different computational steps like LPC. It yields the
first 20 coefficients together with their corresponding graphs for the first 12 frames. The sampled speech
signals, having sampling frequency 16000 Hz, are blocked into first 12 frames with each frame containing 256

samples.

This yields the first 20 coefficients together with their corresponding graphs for the first 12 frames for a male
and a female speaker. Figure 3.1, Figure 3.2, Figure 3.3, Figure 3.4, Figure 3.5 and Figure 3.6 shows that the
value of the coefficients for are more significant for first 12" frame for male as well as female informants. From
the all figures it can be nicely observed that from 13" frames onwards the values are negative or tends to zero.
This implies list significant bits are available from 13th frame onwards. Since mfcc correlates to the VOT of a
speaker which in turn reflects the speech sounds that has been uttered. From the coefficients values of 12" frame
incorporates the most significant bits as per the significance of the word uttered. In this present study several
word patterns including (CV, CVC and VC etc) are taken and corresponding mfcc are evaluated. This can be
realized by making a comparison of mfc coefficient graphs for first 12" frame of each speech signal. Below, we

produce such comparison graphs for /a/(=n), /i/ (%) and /u/ (®) from vowel database and words like / na / (&),

lazil (3fSW) and /nak/ (ATF) bearing structures like CV, VC and CVC respectively from word database spoken

by a female and a male informant. This is clearly indicates that the speech features are more prominent for 12"
frame and hence they are considered sufficient as features for further processing. Here also it have seen that
there are distinct differences in the coefficient of male and female informants in the graphs. This provides an

alternative and perhaps more technical way to identify gender of Assamese speaker.
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Figure 3.1: Mel Cepstral Coefficients extracted from

the first 12" frame of Assamese vowel /a/ (=t) for a

female and a male speaker.
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Figure 3.3: Mel Cepstral Coefficients extracted from

the first 12" frame of Assamese vowel /u/ (3) for a

female and a male speaker.
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Figure 3.5: Mel Cepstral Coefficients extracted

from the first 12" frame of Assamese word / azi/
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Figure 3.2: Mel Cepstral Coefficients extracted from

the first 12" frame of Assamese vowel /i/ (3) for a

female and a male speaker.

o
v e e P
Figure 3.4: Mel Cepstral Coefficients extracted

from the first 12" frame of Assamese word / na /

(e) “Nine”, for a female and a male speaker.
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Figure 3.6: Mel Cepstral Coefficients extracted from

the first 12" frame of Assamese word /nak/ (aTF)
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(IfS) “Today”for a female and a male speaker. ~ “Nose” for a female and a male speaker.

IV. CONCLUSION

In this paper, with technical details various aspects of feature extraction methods have been discussed. A frame
based cepstral analysis is performed on both the database (vowel database and word database) which are | have
taken as the speech sample. Each speech signal having sampling frequency 16000 Hz is blocked into frames of
256 samples, and consecutive frames are spaced 16 samples apart. Each frame is then multiplied by 8 sample
Hamming window. Using the Levinson-Durbin algorithm and autocorrelation analysis on each frame, an LPC
analysis of order 10 is performed which allows us to estimate the LPC coefficients. We then performed the
cepstral analysis and converts the LPC coefficients into the cepstral coefficients (LPCC). From each frame of a
speech signal, we have extracted the first 20 LPCC. From the results, it has seen that there are distinct
differences in the cepstral coefficient graphs of male and female for the speech signal, which provides an
alternative and perhaps technically more efficient way to identify gender of Assamese speaker. Similarly the
feature extraction of Assamese word Using MFCC also has been performed. The paper is concluded by noting
that in this research work, LPC and MFCC are considered as features which are further used to recognize

Assamese word using Neural Network model.
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