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ABSTRACT 

In this paper, investigation will be carried out on the application of association rule mining in learning management systems and 

e-learning systems. We shall explain the precise information discovery process, its main disadvantages and few possible 

resolutions for the same. 
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1 INTRODUCTION  

These days, Colleges, schools, universities and also individual persons are installing Learning Management Systems (LMS) 

rapidly as they want to add web technology to their courses and also to complement customary face-to-face courses [1]. LMS 

systems collect a vast amount of information and that is very precious for analyzing the students’ performance and could create 

an excellent compilation of educational data [2]. LMS systems can record all the student activities involved. For instance: 

Writing, Reading, various task performance and internal communication. 

Data generated in this manner is huge and it becomes very tedious to analyze this data manually. Special capable approach 

towards this analysis objective is the usage of DMT; data mining techniques. 

KDD i.e. discovery in databases is nothing but the automatic extraction of inherent and remarkable patterns from massive data 

collection [3]. Association rules mining is one of the mainly well considered data mining tasks. It produces if-then statements 

Concerning attribute-values and discovers interaction among attributes in databases [4]. An association rule X ⇒ Y expresses that 

if X occurs then probability of occurring Y is high as well. X is called antecedent and Y is called consequent of the rule. A 

consequent is an item that is found in combination with the antecedent. It is measured by its support and confidence. Support is a 

sign of how frequently the items appear in the database. Confidence indicates how many times the if/then statements found to be 

true. Association rule mining can be applied to e-learning.  

It discovers interesting relationships from student’s usage information for providing feedback to course author [6]. To find 

students’ mistakes which occurs together usually [8], finding out the relationships between each pattern of learner’s behavior [7]. 

For best fitting transfer model guiding the  search of student learning [9], by shaping the content of most concern to the user 

optimize the content of an e-learning portal [10], interpreting on-line course behavior and extracting valuable patterns for helping 

educators web masters and  [5], and personalizing e-learning based on aggregate usage profiles and a domain ontology [11]. 

Finally, for e-learning classification association rule mining has been used [14]. 

Association rule mining also used for learning of sequential patterns mining, which is a restrictive form of association rule. It 

concerned for finding relevant patterns between data examples where the values are delivered in a sequence.[1] It is generally 

supposed that the values are distinct, and thus time series mining is closely related, but frequently considered a different action. 

SPM is a case of structured data mining. For determining the learners’ activities  extraction of sequential patterns are used in e-

https://en.wikipedia.org/wiki/Sequential_pattern_mining#cite_note-1
https://en.wikipedia.org/wiki/Time_series
https://en.wikipedia.org/wiki/Structured_data_mining
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learning and can also be used in customizing and adapting resource delivery [12]; To discover and compare with anticipated 

behavioral patterns particular by the mentor that explain an ideal learning path [13]. 

 

II THE ASSOCIATION RULE MINING PROCESS IN LMS 

 

Collecting data, preprocessing, applying the actual data mining tasks and post-processing are the general KDD process [15] next 

steps. These steps are particularized for association rule mining in the LMS domain. 

• Data Collection. Current LMSs do not store logs as text files. Usually a relational database is used that stores all the systems 

information. Academic results, Data of user interaction, personal profile etc Databases are more powerful, flexible and bug-prone 

than the normally textual log files for assembly detailed access and high level practice. The LMSs keep detailed logs of all 

activities that students perform. Not only every click that students make for navigational purposes (low level information) is 

stored, but it also stores elapsed time, test scores etc. (high level information). 

• Data pre-processing. Almost all of the conventional data pre-processing tasks, such as user identification, cleaning of data, 

identification of session, transaction identification, enrichment and data transformation and data reduction are not necessary in 

LMS. LMS Data’s pre-processing is very simple because LMS store the data for analysis purposes, in comparison to the usually 

observational datasets in data mining, that were generated to maintain the operational setting and not for analysis in the first 

place. Database and user authentication (password protection) are also used in LMS which permits identifying the users in the 

logs.  

• Applying the mining algorithms. In this step it is compulsory: A) to choose he exact association rule mining algorithm and 

execution; B) to constitute the parameters of the algorithm, like support and confidence threshold and others; C) to recognize data 

file or table will be used for the mining; D) and to identify a few other limitations, such as the maximum number of items and 

what specific attributes can be present in the predecessor or resultant of the discovered rules. 

• Data post-processing. The received or achieved results or rules are interpreted, evaluated and used by the tutors and guides for 

advance actions. The final objective is to position the results into usage. The discovered information is used (in form of if-then 

rules) for making decisions by teachers about the students and the LMS activities of the classes and lessons in order 

to improve the students’ learning. So, data mining algorithms have to articulate the output in a intelligible format.  

 

III DISADVANTAGES AND RESOLUTIONS 

Most of the research efforts went in the first place to improving the algorithmic performance [16] in the association rule mining 

area, and in the second place into dropping the output set by permitting the likelihood to express constraints on the preferred 

results. 

From last few years, a various algorithms have been developed that address these issues through the fine-tuning of search 

strategies, pruning techniques and data structures. Most algorithms center on the unequivocal discovery of all rules that suit 

minimal support and confidence limitations for a given dataset, increasing consideration is being given to specialized algorithms 

that attempt to improve processing time or facilitate user interpretation by reducing the result set size and by incorporating 

domain knowledge [17]. 

There are ample of other precise problems linked to the application of association rule mining from e-learning data. While trying 

to solve these problems, we must consider the purpose of the association models and the data they come from. 

Presently, data mining tools are designed more for power and flexibility rather than for simplicity. Most of the current data 

mining tools are too complex for an educator and teacher to use and their features go well beyond the scope of what an educator 

might require.  
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It is most enviable that teachers participate directly in the iterative mining process so that more valuable rules can be obtained.  

Some of the main drawbacks of association rule algorithms in e-learning are: the algorithms have too many parameters for some 

in experienced person in data mining and the obtained rules are in abundance, most of them non-interesting and with low 

unambiguousness. In the following subsections, we shall face off these issues. 

 

3.1 Finding the appropriate parameter settings of the mining algorithm  

Before Execution, association rule mining algorithms need to be configured. So, the user has to give suitable values for the 

parameters well in advance (often leading to plenty or very few rules) in order to achieve a respective number of rules. A relative 

study between the main algorithms that is at present used to discover association rules can be found in [18]: Apriori [19], FP-

Growth [20], Magnum Opus [21], and Closet [22]. Most of these algorithms require the user to set two thresholds, the minimal 

confidence and minimal Support and find all the rules that exceed the thresholds specified by the user. Therefore, the user must 

possess a definite amount of skill in order to find the correct settings for support and confidence to obtain the most excellent 

rules. One possible solution to this problem can be the use of a parameter-free algorithm or with less parameter. For instance, the 

Weka [23] package implements an Apriori type algorithm that resolves this problem on practical basis.  

One more enhanced version of the Apriori algorithm is the Predictive Apriori algorithm [24], which by design resolves the 

problem of balance between these two parameters, maximizing the probability of making an accurate prediction for the data set. 

In order to attain this, a factor called the exact expected predictive accuracy is defined and calculated using the Bayesian method, 

that provides information about the accuracy of the rule found. In this way the client only has to identify the maximal number or 

rules to discover. 

 

IV CONCLUSIONS  

Total integration of association rule mining in e-learning systems is still in premature stage and not many real and fully operative 

implementations are available. In this paper, outlining of few of the main drawbacks for the application of association rule 

mining in learning management systems has been attempted and few possible solutions for problems have been detailed. 
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