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ABSTRACT

Human being is the most intelligent animal in this world. Intuitively, optimization algorithm inspired by
human being creative problem solving process should be superior to the optimization algorithms inspired by
collective behavior of insects like ants, bee, etc. In this paper, we introduce a novel brain storm optimization
algorithm, which was inspired by the human brainstorming process. Two benchmark functions were tested to

validate the effectiveness and usefulness of the proposed algorithm.

Keywords: Optimization, Brainstorming Process, Brain Storm Optimization.

I INTRODUCTION

Population-based optimization algorithms have been widely accepted and successfully applied to solve a lot of
optimization problems. Unlike traditional single-point based algorithms such as hill-climbing algorithms, a
population-based optimization algorithm consists of a set of points (population) which solve the problem
through information sharing to cooperate and/or compete among themselves. So far, there are a lot of
population-based algorithms existed. The very first population-based algorithms are evolutionary algorithms
including evolutionary programming, genetic algorithm, evolution strategy, and genetic programming
[EBERHART2007], which were inspired by biological evolution. Recently, there occurred more population-
based algorithms which

are usually called nature-inspired optimization algorithms instead of evolution-inspired algorithms. Many of
nature-inspired optimization algorithms are categorized as swarm intelligence algorithms. In a swarm
intelligence algorithm, each individual in the population represents a simple object such as ant, bird, fish, efc.
There exist a lot of different swarm intelligence algorithms, among which are particle swarm optimization
(PSO) [SHI1998], ant colony optimization algorithm (ACO) [DORIGO1996], bacterial forging optimization
algorithm (BFO) [PASSINO2010], firefly optimization algorithm [YANG2008], artificial immune system
[CASTRO1999], and etc.
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In a swarm intelligence algorithm, it is the collective behavior of all individuals that makes the algorithm to be
effective in problem optimization. All individuals cooperate and collectively move toward the better and better
areas in the solution search space.

These individuals represent only simple objects such as birds in PSO, ants in ACO, bacteria in BFO, efc. Human
beings are social animals and are the most intelligent animals in the world. Therefore, it is natural to expect that
an optimization algorithm inspired by human creative problem solving process will be a good optimization
algorithm. In this paper, we will introduce a novel optimization algorithm inspired by the human idea generation
process — brainstorming process.

The remaining paper is organized as follows. In Section 2, the human brainstorming process is reviewed. In
Section 3, the novel optimization algorithm inspired by human brainstorming process is introduced and
described in detail, followed by experimental simulation and result discussion on two benchmark functions in

Section 4. Finally, conclusions are given in Section 5.

II BRAINSTORMING PROCESS

As we all may have experienced that when we face a difficult problem which every single person can’t solve, a
group of persons, especially with different background, get together to brain storm, the problem can usually be
solved with high probability. Great and un-expectable intelligence can occur from interactive collaboration of
human beings. One way to help human beings to interactively collaborate to generate great ideas is to get
together a group of people to brainstorm. A brainstorming process generally follows the steps listed in Table 1.
Table 1. Steps in a Brainstorming Process

Step 1. Get together a brainstorming group of people with as diverse background as possible;

Step 2. Generate many ideas according to the rules in Table 2;

Step 3. Have several, say 3 or 5, clients act as the owners of the problem to pick up several, say one from each
owner, ideas as better ideas for solving the problem;

Step 4. Use the ideas picked up in the Step 3 with higher probability than other ideas as clues, and generate
more ideas according to the rules in Table 2;

Step 5. Have the owners to pick up several better ideas generated as did in Step 3;

Step 6. Randomly pick an object and use the functions and appearance of the object as clues, generate more
ideas according to the rules in Table 2;

Step 7. Have the owners to pick up several better ideas;

Step 8. Hopefully a good enough solution can be obtained by considering and/or merging the ideas generated.

In a brainstorming process, usually there are a facilitator, a brainstorming group of people, and several owners
of the problem to be solved. The role of the facilitator is to facilitate the idea generation (brainstorming) process
by enforcing the brainstorming group to obey the Osborn’s original four rules of idea generation in a
brainstorming process [SMITH2002]. The four rules are listed in Table 2 below. The facilitator should not be
involved in generating ideas itself, but facilitating the brainstorming process only. The guideline for selecting

facilitator is to have a facilitator to have facilitation experience but have less expertise on the background
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knowledge related to the problem to be solved as possible. The purpose of this is to have generated ideas to have
less, if not none, biases from the facilitator.
Table 2.

Osborn’s Original Rules for Idea Generation in a Brainstorming Process

Rule | Suspend Judgment Rule 2 | Anything Goes
1
Rule | Cross-Fertilize (Piggyback) Rule4 | Go for Quantity
3

In Table 2, the Rule 1 says that there is no idea as bad idea. All ideas are good ideas. It is unwise to judge
whether a proposed idea is a good or bad idea. Any judgment or criticism must be held back until at least the
end of the brainstorming process. The Rule 2 says that anything coming to your mind during the brainstorming
process is an idea worth to be shared and recorded. Don’t let any idea or thought ignored. The Rule 3 says that
lot of ideas can and should be based on ideas already generated. Any generated idea can and should serve as a
clue to generate more ideas. The Rule 4 says that it is necessary to generate as many ideas as possible. We first
go for quantity of generated ideas. The quality will come from quantity naturally. Without generating large
quantity of ideas, it is difficult, if not impossible, to come out ideas with good quality. The purpose to generate
ideas according to rules in Table 2 is to generate ideas as diverse as possible so that the people in the
brainstorming group will be open-minded as much as possible. The operation of picking up an object in Step 6
serves for the same purpose as generating diverse and different ideas. It can help brainstorming group to diverge
from previously generated ideas therefore to avoid being trapped by the previously generated ideas. As a
consequence, the brainstorming group will be more open-minded and generate more diverse ideas. The problem
owners serve for one different purpose. Picking up several good ideas from ideas generated so far is to cause the
brainstorming group to pay more attention to the better ideas which the brainstorming group believes to be. The

ideas picked-up work like point-attractors for the idea generation process.

IIT BRAIN STORM OPTIMIZATION ALGORITHM

The brainstorming process has been successfully applied to generate ideas to solve very difficult and
challenging problems. Intuitively, an optimization algorithm designed based on the human being idea generation
process should be superior to optimization algorithms inspired by collective behaviors of animals because
human beings are the most intelligent animals in the world. The novel optimization algorithm inspired by
brainstorming process is given in Table 3. In the procedure of the Brain Storm Optimization (BSO) algorithm
shown in the Table 3, the Step 1 is the initialization step as that in other population-based algorithms; the Step 2,
3, and 4 in Table 3 serves the purpose of Step 3, 5, and 7 in Table 1 to pick up several better ideas; the Step 5 in
Table 3 simulates the operation of Step 6 in Table 1 to make the population to cover unexplored areas; the Step
6 in Table 3 simulates the idea generation in Step 2, 4, and 6 of Table 1; the Step 6.b simulates generating new

idea inspired by two existing ideas from two different idea clusters, respectively; the cluster center has more
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chances to be used to generate new ideas than other ideas in each cluster; certainly a new idea can also be
inspired by more than two existing ideas, but it is not simulated in the BSO algorithm for keeping the algorithm
simple; the number of clusters in Table 3 serves as the role of problem owners in Table 1; the cluster center in
each cluster serves the purpose of better ideas picked up by problem owners. The Step 6.d serves the purpose of
keeping better ideas generated. The population size n simulates the number of ideas generated in each round of
idea generation in the brainstorming process. For the simplicity of the algorithm, the population size usually is
set to be a constant number for all iterations in the BSO algorithm.

IV EXPERIMENTS AND DISCUSSIONS

The BSO procedure can be implemented in various ways by setting up BSO algorithm’s parameters differently.
In Step 6.b.i of the BSO procedure shown in Table 3, a cluster is selected with probability Pg, which is
proportional to the number of individuals in the cluster. This is, the more individuals a cluster contains, the more
likely it will be selected. The Gaussian random values will be used as random values which are added to
generate new individuals. The new individual generation in Step 6 can be represented as.
Table 3.
Procedure of Brain Storm Optimization Algorithm
1. Randomly generate n potential solutions (individuals);
2. Cluster n individuals into m clusters;
3. Evaluate the n individuals;
4. Rank individuals in each cluster and record the best individual as cluster center in each cluster;
5. Randomly generate a value between 0 and 1;
a) If the value is smaller than a pre-determined probability Ps,,
i. Randomly select a cluster center;
ii. Randomly generate an individual to replace the selected cluster center;
6. Generate new individuals
a) Randomly generate a value between 0 and 1;
b) If the value is less than a probability p6b,
i. Randomly select a cluster with a probability Pgy;;
ii. Generate a random value between 0 and 1;
iii. If the value is smaller than a pre-determined probability p6biii,
1) Select the cluster center and add random values to it to generate new individual.
iv. Otherwise randomly select an individual from this cluster and add random value to the individual
to generate new individual.

c) Otherwise randomly select two clusters to generate new individual
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i. Generate a random value;

ii. If it is less than a pre-determined probability p6c, the two cluster centers are combined and then
added with random values to generate new individual;

iii. Otherwise, two individuals from each selected cluster are randomly selected to be combined and
added with random values to generate new individual.

d) The newly generated individual is compared with the existing individual with the same individual
index; the better one is kept and recorded as the new individual;

7. If n new individuals have been generated, go to step 8; otherwise go to step 6;

8. Terminate if pre-determined maximum number of iterations has been reached; otherwise go to step
2.

V EXPERIMENTS AND DISCUSSIONS
The BSO procedure can be implemented in various ways by setting up BSO algorithm’s parameters differently.
In Step 6.b.i of the BSO procedure shown in Table 3, a cluster is selected with probability p6bi, which is
proportional to the number of individuals in the cluster. This is, the more individuals a cluster contains, the more
likely it will be selected. The Gaussian random values will be used as random values which are added to
generate new individuals. The new individual generation in Step 6 can be represented as.
Xnewd = Xselectedd +& * n(y, 6)

Where X selected d is the dth dimension of the individual selected to generate new individual; Xnew d is the dth
dimension of the individual newly generated; n(y, o) is the Gaussian random function with mean p and variance
o; the & is a coefficient that weights the contribution of the Gaussian random value. For the simplicity and for
the purpose offline tuning, the & can be calculated as where logsig (&) is a logarithmic sigmoid transfer function,
max_iteration is the

& = logsig((0.5 *max_iternation-current_iteration)/k) * rand(k)
Maximum number of iterations, and current iteration is the current iteration number, k is for changing
logsig((0.5 *max _iternation-current_iteration)/k) function’s slope, and rand(k) is a random value within (0,1). For
the purpose of validating the effectiveness and usefulness of the proposed BSO algorithm, in this paper, a set of
parameters are set intuitively for the procedure of BSO given in Table 3 for both testing functions below. The

set of parameters are listed in Table 4 below

Table 4. Set of Parameters for BSO Algorithm

N 100 K 20

M 5 Max. Iteration 2000
P5a 0.2 n 0
P6b 0.8 c 1
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The BSO algorithm is then tested on two benchmark functions listed in Table 5. We use k-mean cluster

algorithm to cluster n individuals into m clusters. For each benchmark function, the BSO will be run 50 times to

obtain reasonable statistical results. The first benchmark function is the Sphere function, which is an uni-modal

function. The simulation results of testing BSO on the Sphere function with dimensions 10, 20, and 30,

respectively, are given in Table 6.

Table 5.

Benchmark Function Tested in this Paper.

Inde | Function Function expression
X
name
1 Sphere D
f(x)=) x?
1 i
i=1
2 Rastrigin D ,
f,(x) =Y (x* —10cos(27x;) +10)
i=1
Table 6.
Simulation Results of BSO Algorithm
Function dimension mean best worst variance
10 3.82E-44 1.505E-44 7.12557E-44 1.57592E-88
Sphare 20 3.1E-43 1.62E-43 4.56276E-43 4.0471E-87
30 1.15E-42 8.07001E-43 1.69603E-42 4.69513E-86
10 3.820643 1.989918 6.964713 1.954026
. 20 18.06844 8.954632 26.86387 19.65172
Rastrigin
30 32.91322 17.90926 58.70249 82.82522
dimension mean best worst variance

The results given in the Table 6 are mean, best, worst minimum values and their variance of the final iteration

over 50 runs. From the Table 6, it can be observed that very good results can be obtained by the implemented

BSO algorithm. The second is the Rastrigin function, which is a multimodal function. The simulation results of

testing BSO on the Rastrigin function with dimensions 10, 20, and 30, respectively, are given in Table 6. From

Table 6, we can observe that good results can also be obtained by this very version of BSO algorithm.

VI CONCLUSIONS

A novel brain storm optimization algorithm is introduced in this paper which was inspired by the human

brainstorming method. Human beings are the most smart than the animals in the world, therefore, it is natural to

believe that the optimization algorithm stimulated by collective behavior of human beings should be greater to
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the optimization algorithms stimulated by collective performance of injects such as ants, birds, etc. The planned
BSO algorithm was implemented and tested on two benchmark functions. Even though the simulation results
are very preliminary, the results DID validate the effectiveness and usefulness of the proposed BSO algorithm
which is the purpose of this paper. More detailed analysis and experimental tests are our next step research
work, e.g. using different clustering algorithm, using different random functions for generating new individuals,

etc.
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