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ABSTRACT

Underwater sensor networks are made up of number of fixed or mobile sensor nodes that are
deployed at various depths and are networked via wireless acoustic communication links to
carry out collaborative monitoring mission. For this, underwater sensor node requires
Multihop communication and efficient routing schemes to communicate with sink. The
existing path setup-based routing protocols take much time when establishing a path between
source and destination nodes due to the long propagation delay. In addition, the path
establishment requires much overhead of control messages and high packet loss degrades
reliability, which invokes more retransmissions. Even though existing routing protocols such
as SUN protocol were proposed to achieve lower error rates, they did not take into account
the end to end delivery delay due to path discovery. We therefore proposed a directional
flooding-based routing protocol, called ARP. ARP relies on a packet flooding technique to
increase the reliability. Therefore the ARP achieves lower error rates and energy
consumption with maximum throughput. Our simulation study using ns-2 proves that ARP is
a feasible solution for underwater sensor network.

KEYWORD- ARP, End to End delivery, Leach algorithm, Routing protocol, UWSN.

I.INTRODUCTION

Underwater Acoustic Networks (UANSs) are perceived as an increasingly feasible approach for several
applications, such as oceanographic data collection, water monitoring, offshore exploration, disaster prevention
and assisted navigation. Depending on the specific scenario, UANs may consist of a variable number of entities,
both mobile and static. These include sensor nodes, Autonomous Underwater Vehicles (AUV), buoys, and ships
that can collaborate in order to carry out a task in a given area. Moreover, some nodes can be anchored, while

others can be mobile (e.g., drifters and floaters). Fig 1 represents the basic diagram.
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Whenever operations over a large area are required, such networks become inherently Multihop. This is partly
due to the limited range of underwater acoustic transmission equipment, and partly to the fact that shorter
acoustic links are characterized by a larger bandwidth, and less energy is required to communicate over them. In
such Multihop scenarios, the nodes must autonomously organize into a network and find Multihop routes to
deliver data to their intended destinations. This mechanism is usually delegated to a routing protocol. There are
several types of solutions to the routing problem in underwater networks. These include dynamic vs. static
routing, source routing vs. hop-by-hop relay selection, proactive vs. reactive and distributed vs. centralized
protocols. Each approach has its own pros and cons. In this paper, we argue that source routing is a feasible
approach for generic underwater networks, despite the comparatively smaller amount of attention it has received
in the body of research carried out so far. Our objective is therefore to recast source routing in underwater

networks by designing a protocol that is specifically tailored to the underwater environment.

Recently, much research on underwater wireless sensor networks (UWSNS) has been performed to support
practical applications such as underwater tactical surveillance, undersea exploration, underwater disaster
prevention, seismic monitoring, etc . UWSNSs have inherent characteristics which are significantly different
from terrestrial sensor networks . First, an acoustic is used as their communication medium instead of radio
frequency (RF). The use of an acoustic causes a long propagation delay because the speed of an acoustic in
water is about 1500 m/s which is much slower than RF in terrestrial sensor networks. Second, similar to
terrestrial sensor networks, a node is powered by battery. Moreover, the price of a node for water is much higher
than that for ground. Therefore, energy efficiency in UWSNs is emphasized more than terrestrial sensor
networks. Third, the packet loss probability is high and dynamic, which leads to much retransmissions and

lower reliability. Finally, the available bandwidth is severely limited. An efficient resource-aware reliable
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routing protocol plays a significant role to ensure successful data transfer from sensors to the sink to fulfil the
different application requirements in dynamic environmental conditions. For this, a robust energy-efficient
adaptive routing technique based on physical distance of nodes to sink, residual energy of nodes, link quality
and packet characteristics is being proposed. It aims to reduce unnecessary transmissions, to implement energy

balancing and to adapt to the packet and network conditions.
1.1 EXISTING SYSTEM

The existing method is the SUN protocol [1] which is a reactive, source-routing based protocol. For improved
efficiency, SUN is designed as a cross-layer protocol. In particular, SUN internally buffers both the packets to
be transmitted and those received from the lower layers of the protocol stack. A buffering system within the
network layer yields several advantages: it makes it possible to store specific Data packets, and optionally to
decide which packets should be saved or dropped if buffer overflows occur. When a node does not know a valid
path to the sink, a buffer gives the possibility to store the packets, send a Path Request, wait for an answer, and
finally fills the header of the packet with a valid route. The results show that SUN achieves lower error rates and
energy consumption, while naturally requiring a longer end-to-end delivery delay due to the path discovery and
maintenance procedure.

1.2 PROPOSED SYSTEM

In order to overcome the longer end to end delivery delay in the existing system and for effective energy
consumption an efficient resource-aware reliable routing protocol is proposed i.e. adaptive routing protocol
(ARP). It plays a significant role to ensure successful data transfer from sensors to the sink to fulfil the different
application requirements in dynamic environmental conditions. It aims to reduce unnecessary transmissions, to
implement energy balancing and to adapt to the packet and network conditions. It is explained in detail in the
section (2.1)

The paper is organized as follows: Section 2 covers the proposed system methodology. Section 3 discuss the
results of the experiment where we tested ARP. Section 4 presents simulation results used to validate the design

of ARP. Finally Section 5 concludes the paper.
I.METHODOLOGY

To ensure successful data transfer from sensor to sink a robust energy efficient adaptive routing technique based
on physical distance of nodes to sink, the residual energy of nodes ,link quality and packet characteristics is

being proposed to reduce unnecessary transmission.
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In this work first the node initialization is done where the nodes are fixed in particular positions. Next the node
grouping is the clustering of each node to form a group by leach algorithm .Then Adaptive routing flooding
routing protocol is used which is a packet flooding technique to flood a packet in controlled manner. So that it
prevents a packet from flooding over the whole network and the nodes to forward the packet are decided
according to the link quality node. From this, the shortest path to reach the destination is identified and

communication is established between the source and destination successfully.

2.1 LEACH ALGORITHM

In our work we use LEACH algorithm for clustering of nodes. The low-energy adaptive clustering hierarchy
(LEACH) deploys randomized rotation of cluster-heads to evenly distribute the energy load among all sensors.
The cluster head is selected randomly based on node having highest energy. The cluster head aggregates and
compress data. And then it forward it to sin( as illustrated in fig 3)
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Each node randomly picks a number between 0 and 1 and if the number is less than the threshold value then it

becomes head node. Threshold is determined by the following

i# fneh
Tin) = :l—pH(rm-:udE}

|0 ifnzG

Where, p is the percentage of the cluster head node in all nodes, r is the turn of election, G is the collections of
the nodes that have not yet been head node in this turn, Mod (1/P) represents the number of nodes which have
been selected as cluster heads in this turn. The nodes who have been cluster head nodes will broadcast the
messages of having been selected as head nodes, the nodes which are not head nodes now choose to join clusters
whose signal is the strongest. In stable stage, cluster heads send the fused and processed data to sink nodes. A
new cluster set-up stage and the stable stage begin after a period of continued work time. Clustering
mechanisms of LEACH can reduce its overall energy consumption and extend the lifetime of the networks;
TDMA is used between nodes within the clusters and cluster heads communicate with base station .In this way
the clustering of nodes is done and also the grouping of nodes changes due to location changes. This happens

because of water currents the node may get displaced.

2.2 ADAPTIVE ROUTING PROTOCOL

In this paper, we proposed a flooding technique called adaptive routing protocol (ARP). After grouping is done
and cluster head is chosen in every group routing takes place. First the beacon based signal is transmitted from
source node .The beacons are primarily radio, ultrasonic, optical, laser or other types of signals that indicate the
proximity or location of a device or its readiness to perform a task. Beacon signals imperceptibility and
usefulness in minimizing communication delays. This beacon signal is flooded to all cluster head nodes only
(illustrated in fig 4)
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Fig 4 ARP flooding concept
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Thus ARP relies on a packet flooding technique to increase the reliability i.e. the number of nodes which flood a
packet is controlled and prevents a packet from flooding over the whole network and the nodes to forward the
packet are decided according to the link quality. In addition, DFR also addresses a well-known void problem by
allowing at least one node to participate in forwarding a packet. The cluster head checks whether the destination
node is present in its group or not. According to that, it will send the positive or negative acknowledgement to
neighboring group until then it holds the data in its buffer. This ensures that the chance of packet loss is
minimized here leading to lower error rates on transmission. Thus flooding occurs which will finally find the
shortest path to reach the destination node. Now the packet is effectively send from source to sink via the path
identified and communication is established. In this way the Adaptive routing protocol works effectively. The

path discovery is made faster and packets are forwarded as soon as possible.

2.3 EVALUATION METRICS
In this section, the performance of ARP is to be evaluated via simulations with respect to the following metrics:
2.3.1 THROUGHPUT

Throughput is the maximum rate of production or the maximum rate at which something can be processed.
When used in the context of communication networks, such as Ethernet or packet radio, throughput or network
throughput is the rate of successful message delivery over a communication channel. Network throughput is

measured in bits per second (bps).

2.3.2 RESIDUAL ENERGY

Residual energy is the how much of energy remains. This measure also gives an indication of the bandwidth
usage. The energy consumption is the time spanning from the moment the cluster head sends the first
advertisement message to the moment at which the cluster members receives the TDMA schedule. Thus the

residual energy is calculated by,

Residual energy=Initial energy-Consumed energy
2.3.3END TO END DELAY

End-to-end delay or one-way delay (OWD) refers to the time taken for a packetto be transmitted across
a network from source to destination. It is a common term in IP network monitoring, and differs from round-trip
time (RTT) in that only path in the one direction from source to destination is measured. It is measured as the
time normalized against the average time for a single-hop along the shortest path from a node to the sink. Recent
studies in WSNs focus on timeliness as a QoS metric. The average delay taken by the first copy of a packet from
the source node, Si, to the sink is denoted as T(Si). T(Si) includes all possible delays that are caused by queuing
in the interface queue, retransmission at the MAC layer and the propagation through the environment. The

average delay of all n nodes, denoted as TN, is given by

TNzllnz F: 1': ta»ts)
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Where t, is the time a packet arrives at the sink and t; is the time a packet sent at the source. The delay depends

also on the scale of the network.
2.3.4 PACKET DELIVERY RATIO

Packet Delivery Ratio is a service level parameter that indicates the network effectiveness in transmitting
offered data in one direction of virtual connection. It is considered as one of the prime measures of robustness.
Packet delivery ratio is a ratio of successful distinct payload octets received to attempted payload octets
transmitted. When calculating packet delivery ratio, the packets which arrived late at the destination are

considered ineffective. The formula for packet delivery ratio is

Packet delivery ratio=) data delivered to the sink

> data offered by S;

I11. FIELD EXPERIMENTS

In this section we present field experiments that have been done to test the adaptive mechanisms of the ARP in
the real-world environment. For this we deployed Aquasim tool that is integrated in ns2 for handling underwater
sensor networks. This simulator supports new Mac layer, new protocols that are helpful in routing inside water.

Thus to measure and evaluate the performance of the routing protocol below process is explained as follows.
3.1 NODE INITAILIZATION

Here the sensor nodes are fixed in particular position at various depths. These node forms the underwater sensor

networks. It is illustrated in fig 5.
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3.2 GROUPING

In this, first the source and destination is assigned and then clustering of nearby nodes takes place. Cluster head
is also chosen in every group. Each group is given different color to identify which group the node belongs to.

Here the grouping is done by leach algorithm and it is illustrated in fig 6.

Fig 6
3.3AREA COVERAGE

The area coverage is the range of each node. Here each node covers the range of 120 mts. It is iHllustrated in fig
7
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3.4 PACKET DELIVERY

Packet delivery is the final stage of this process where the shortest path is identified and packet is transferred to

the destination node by directional flooding. Here the shortest path route is 0-11, 11-15 and 15-1. It is illustrated

in fig 8.

Fig 8

In this way the packet is transmitted to the destination node from the source node by adaptive routing protocol.

The performance of ARP is analyzed from the evaluation metrics which is discussed in next section.

IV.SIMULATION RESULTS

This section presents some preliminary results that prove the validity of our design in the networks. The
parameters used to configure the simulation are residual energy, packet delivery ratio, end to end delay and
throughput. For better understanding we made a comparison between existing and proposed system

performances. (In the below figures, red line indicates proposed system and green line indicates existing system)
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Fig 9-RESIDUAL ENERGY

240 |Page




International Journal of Advance Research in Science and Engineering Q
Volume No.07, Special Issue No.07, March 2018 IJARSE
www.ijarse.com ISSN: 2319-8354

In fig 9 compared to existing system the residual energy starts increasing and after a certain point it gets
decreased. This shows the energy consumption is low in the proposed system.
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Fig 10-PACKET DELIVERY RATIO

In fig 10, the proposed system’s packet delivery ratio is very high when compared to the existing system. This
implies that packet loss is greatly reduced and achieving lower error rates.
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Fig 11-END TO END DELAY

In fig 11, the end to end delay is very less compared to existing system. This indicates that the path discovery is
faster in the proposed system i.e. the time taken for a packet to be transmitted across a network from source to

destination is faster.
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Fig 12 -THROUGHPUT

In fig 12, Maximum throughput is obtained when compared to existing system which indicates successful

packet delivery i.e. message is transmitted successfully over a communication channel.

From the simulation results the performance of proposed system is analyzed. Thus it achieves lower end to end
delivery delay, lower packet loss delivery, minimal energy consumption and maximum throughput. Thus from
all the above considerations it allow us to conclude that ARP is able to correctly handle dynamic network

scenarios.

V. CONCLUSION

In this paper we presented ARP as an efficient resource-aware reliable routing protocol plays a significant role
to ensure successful data transfer from sensors to the sink to fulfil the different application requirements in
dynamic environmental conditions such as oceanographic data collection, water monitoring, offshore
exploration, disaster prevention and assisted navigation. Thus this robust energy-efficient adaptive routing
technique is based on physical distance of nodes to sink, residual energy of nodes, link quality and packet
characteristics. From the experiments, it is clearly explained that it aims to reduce unnecessary transmissions,
implement energy balancing and adapt themselves to the packet and network conditions.The simulation results
show that ARP achieves lower error rates, less energy consumption, less end-to-end delivery with maximum
throughput when compared to existing system. Even though the proposed system’s overall energy consumption
is less, it consumes more energy initially for clustering of nodes. The simulations were used as a starting point to
design and perform real world field experiments using routing metrics provided by ARP. The experiments also
confirmed that the ARP’s ability to handle dynamic network topologies involving link quality variations, the
insertion and removal of network nodes. Based on the simulation and experimental results, we conclude that

ARP is a feasible solution for underwater acoustic networks.
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