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ABSTRACT

Naive Bayes is a classification algorithm which is based on Bayes theorem with strong and naive independence
assumptions. It simplifies learning by assuming that features are independent of given class. This surveys about
naive Bayes algorithm, which describes its concept, hidden naive Bayes, text classification, traditional naive
Bayes and machine learning. Also represents augmented naive Bayes by examples. And at the end some
applications of naive Bayes and its advantages and disadvantages has discussed for a better understanding of
the algorithm.

I.INTRODUCTION

Naive Bayes is a subset of Bayesian decision theory. It’s called naive because the formulation makes some
naive assumptions.It is a popular classification method in addition to conditional independence, overfitting, and
Bayesian methods.

In the face of the simplicity of Naive Bayes, it can classify documents surprisingly well. Instinctively a potential
justification for the conditional independence assumption is that if the document is about politics, this is a good
evidence of the kinds of other words found in the document. Naive Bayes is a reasonable classifier in this sense
and has minimal storage and fast training, it is applied to time-storage critical applications, such as
automatically classifying web pages into types and spam filtering.

Considering a set of objects, each of which belongs to a known class, and each of which has a known vector of
variables, the aim is to create a rule which enables to allocate future objects to a class, given just the vectors of
variables marking out the future objects. These problems are known as supervised classification problems, are
worldwide, and most of the methods for constructing such rules have been developed. It is very easy to
establish, and no need any complicated repetitive parameter estimation schemes. This means it should be
applied to huge data sets. It is easy to interpret, so unskilled users in classifier technology can make out the
reason for it is making the classification it makes. Finally, it often does surprisingly well it should not be the
best possible classifier in any particular application, but it can usually be relied on to be robust and to do well.
For example, a fruit may be considered to be an apple if it is red, round, and about 3 inches in diameter. Even if
these features depend on each other or upon the existence of the other features all of these properties
independently contribute to the probability that this fruit is an apple and that is why it is known as ‘Naive’.
Naive Bayes model is easy to build and particularly useful for very large data sets. Along with simplicity, Naive
Bayes is known to outperform even highly sophisticated classification methods.

In a classification problem, our hypothesis (h) may be the class to assign for a new data instance (d).One of the

easiest ways of selecting the most probable hypothesis given the data that we have that we can use as our prior
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knowledge about the problem. Bayes’ Theorem provides a way that we can calculate the probability of a
hypothesis given our prior knowledge.
Bayes’ Theorem is stated as:
P(hld) = (P(d[h) * P(h)) /p(d)
Where
e P(h|d) is the probability of hypothesis h given the data d. This is called the posterior probability.
e P(d|h) is the probability of data d given that the hypothesis h was true.
e P(h) is the probability of hypothesis h being true (regardless of the data). This is called the prior probability
of h.
e P(d) is the probability of the data (regardless of the hypothesis).
You can see that we are interested in calculating the posterior probability of P(h|d) from the prior probability
p(h) with P(D) and P(d|h).
After calculating the posterior probability for a number of different hypotheses, you can select the hypothesis
with the highest probability. This is the maximum probable hypothesis and may formally be called
the maximum a posteriori (MAP) hypothesis.
This can be written as:
MAP(h) = max(P(h|d))
or
MAP(h) = max((P(d]h) * P(h)) / P(d))
or
MAP(h) = max(P(d]h) * P(h))

The P(d) is a normalizing term which allows us to calculate the probability. We can drop it when we are
interested in the most probable hypothesis as it is constant and only used to normalize.

Back to classification, if we have an even number of instances in each class in our training data, then the
probability of each class (e.g. P(h)) will be equal. Again, this would be a constant term in our equation and we
could drop it so that we end up with:

MAP(h) = max(P(d|h))

I1.REPRESENTATION USED BY NAIVE BAYES MODELS

The representation for naive Bayes is probabilities.A list of probabilities are stored to file for a learned naive
Bayes model. This includes:

1.Class Probabilities: The probabilities of each class in the training dataset.

2.Conditional Probabilities: The conditional probabilities of each input value given each class value.
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I11.LEARN A NAIVE BAYES MODEL FROM DATA
Learning a naive Bayes model from your training data is fast.Training is fast because only the probability of
each class and the probability of each class given different input (x) values need to be calculated. No

coefficients need to be fitted by optimization procedures.

IV.CALCULATING CLASS PROBABILITIES

The class probabilities are simply the frequency of instances that belong to each class divided by the total
number of instances.

For example in a binary classification the probability of an instance belonging to class 1 would be calculated as:
P(class=1) = count(class=1) / (count(class=0) + count(class=1))

In the simplest case each class would have the probability of 0.5 or 50% for a binary classification problem with

the same number of instances in each class.

V.CALCULATING CONDITIONAL PROBABILITIES

The conditional probabilities are the frequency of each attribute value for a given class value divided by the

frequency of instances with that class value.

For example, if a “weather” attribute had the values “sunny” and “rainy” and the class attribute had the class

values “go-out” and “stay-home*, then the conditional probabilities of each weather value for each class value

could be calculated as:

o P(weather=sunny|class=go-out) = count(instances with weather=sunny and class=go-out) / count(instances
with class=go-out)

o P(weather=sunny|class=stay-home) = count(instances with weather=sunny and class=stay-home) /
count(instances with class=stay-home)

o P(weather=rainy|class=go-out) = count(instances with weather=rainy and class=go-out) / count(instances
with class=go-out)

o P(weather=rainy|class=stay-home) = count(instances with weather=rainy and class=stay-home) /

count(instances with class=stay-home)

VI.MAKE PREDICTIONS WITH A NAIVE BAYES MODEL

Given a naive Bayes model, you can make predictions for new data using Bayes theorem.

MAP(h) = max(P(d|h) * P(h))

Using our example above, if we had a new instance with the weather of sunny, we can calculate:

go-out = P(weather=sunny|class=go-out) * P(class=go-out)
stay-home = P(weather=sunny|class=stay-home) * P(class=stay-home)

We can choose the class that has the largest calculated value. We can turn these values into probabilities by

normalizing them as follows:
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P(go-out|weather=sunny) = go-out / (go-out + stay-home)

P(stay-home|weather=sunny) = stay-home / (go-out + stay-home)

If we had more input variables we could extend the above example. For example, pretend we have a “car”
attribute with the values “working” and “broken*. We can multiply this probability into the equation.

For example below is the calculation for the “go-out” class label with the addition of the car input variable set to
“working”:

go-out = P(weather=sunny|class=go-out) *P(car=working|class=go-out) * P(class=go-out)

VII.GAUSSIAN NAIVE BAYES

Naive Bayes can be extended to real-valued attributes, most commonly by assuming a Gaussian distribution.
This extension of naive Bayes is called Gaussian Naive Bayes. Other functions can be used to estimate the
distribution of the data, but the Gaussian (or Normal distribution) is the easiest to work with because you only

need to estimate the mean and the standard deviation from your training data.

VIII.REPRESENTATION FOR GAUSSIAN NAIVE BAYES

Above, we calculated the probabilities for input values for each class using a frequency. With real-valued inputs,
we can calculate the mean and standard deviation of input values (x) for each class to summarize the
distribution.

This means that in addition to the probabilities for each class, we must also store the mean and standard

deviations for each input variable for each class.

IX.LEARN A GAUSSIAN NAIVE BAYES MODEL FROM DATA

This is as simple as calculating the mean and standard deviation values of each input variable (x) for each class
value.

mean(x) = 1/n * sum(x)

Where n is the number of instances and x are the values for an input variable in your training data.

We can calculate the standard deviation using the following equation:

standard deviation(x) = sqrt(1/n * sum(xi-mean(x)"2 ))

This is the square root of the average squared difference of each value of x from the mean value of x, where n is
the number of instances, sqrt() is the square root function, sum() is the sum function, xi is a specific value of the

x variable for the i’th instance and mean(x) is described above, and "2 is the square.

X.MAKE PREDICTIONS WITH A GAUSSIAN NAIVE BAYES MODEL

Probabilities of new x values are calculated using the Gaussian Probability Density Function (PDF).When
making predictions these parameters can be plugged into the Gaussian PDF with a new input for the variable,
and in return the Gaussian PDF will provide an estimate of the probability of that new input value for that class.
pdf(x, mean, sd) = (1 / (sqrt(2 * PI) * sd)) * exp(-((x-mean”2)/(2*sd"2)))
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Where pdf(x) is the Gaussian PDF, sqrt() is the square root, mean and sd are the mean and standard deviation
calculated above, Pl is the numerical constant, exp() is the numerical constant e or Euler’s number raised to
power and x is the input value for the input variable.

We can then plug in the probabilities into the equation above to make predictions with real-valued inputs.

For example, adapting one of the above calculations with numerical values for weather and car:

go-out = P(pdf(weather)|class=go-out) * P(pdf(car)|class=go-out) * P(class=go-out)

XI.HOW NAIVE BAYES ALGORITHM WORKS?

Let’s understand it using an example. Below I have a training data set of weather and corresponding target
variable ‘Play’ (suggesting possibilities of playing). Now, we need to classify whether players will play or not
based on weather condition. Let’s follow the below steps to perform it.

Step 1: Convert the data set into a frequency table

Step 2: Create Likelihood table by finding the probabilities like Overcast probability = 0.29 and probability of
playing is 0.64.

Step 3: Now, use Naive Bayesian equation to calculate the posterior probability for each class. The class with

the highest posterior probability is the outcome of prediction.

Problem: Players will play if weather is sunny. Is this statement is correct?

We can solve it using above discussed method of posterior probability.

P(Yes | Sunny) = P( Sunny | Yes) * P(Yes) / P (Sunny)

Here we have P (Sunny |Yes) = 3/9 = 0.33, P(Sunny) = 5/14 = 0.36, P( Yes)= 9/14 = 0.64

Now, P (Yes | Sunny) = 0.33 * 0.64 / 0.36 = 0.60, which has higher probability.

Naive Bayes uses a similar method to predict the probability of different class based on various attributes. This

algorithm is mostly used in text classification and with problems having multiple classes.

Naive Bayes Applications

The Naive Bayes algorithm is used in multiple real-life scenarios such as:

1. Text classification: It is used as a probabilistic learning method for text classification. The Naive Bayes
classifier is one of the most successful known algorithms when it comes to the classification of text documents,

i.e., whether a text document belongs to one or more categories (classes).
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2. Spam filtration: It is an example of text classification. This has become a popular mechanism to distinguish
spam email from legitimate email. Several modern email services implement Bayesian spam filtering. Many
server-side email filters, such as DSPAM, Spam Bayes, Spam Assassin, Bog filter, and ASSP, use this
technique.

3. Sentiment Analysis: It can be used to analyze the tone of tweets, comments, and reviews—whether they are
negative, positive or neutral.

4. Recommendation System: The Naive Bayes algorithm in combination with collaborative filtering is used to

build hybrid recommendation systems which help in predicting if a user would like a given resource or not.

Naive Bayes Advantages And Disadvantages

Advantages:

o Itis easy and fast to predict class of test data set. It also perform well in multi class prediction

e When assumption of independence holds, a Naive Bayes classifier performs better compare to
other models like logistic regression and you need less training data.

o |t performs well in case of categorical input variables compared to numerical variable(s). For numerical

variable, normal distribution is assumed (bell curve, which is a strong assumption).

Disadvantages:

o One of the problems of Naive Bayes is known as the "Zero Conditional Probability Problem." This problem
wipes out all the information in other probabilities too. There are several sample correction techniques to fix
this problem such as "Laplacian Correction.

o Another disadvantage is the very strong assumption of independence class features that it makes. It is near to
impossible to find such data sets in real life.
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XI11.CONCLUSION

From the result of comparing all the algorithms we have observed that the time taken to build any model is less
when using Naive Bayes and correctly classified instances are more. We applied this algorithm in data set using
Gaussian Naive and we did the prediction and accuracy is also greater in Naive Bayes Hence it is concluded that

naive Bayes performs well when compared to remaining algorithms.
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