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ABSTRACT 

Rainfall is one of the most key parameter effective hydrologic processes in runoff prediction and water 

management. Hybrid data-driven models have become appropriate predictive patterns in various hydrological 

forecast scenarios. Especially, meteorology has witnessed that there is a need for a much better approach to 

handle weather-related parameters intelligently. The wavelet neural network (WNN) has been widely used for 

modeling different kinds of nonlinear systems including rainfall forecasting. Wavelet combines with Artificial 

Neural Networks (ANN) to solve different kinds of problems, especially efficient in rainfall prediction. In this 

paper, a model based on wavelet neural networks (WNN) decomposition is proposed as a learning tool to 

predict consecutive daily rainfalls on accounts of the preceding events of rainfall data. The WNN models with 

different transfer functions and different wavelets have been applied to daily rainfall data of Patna City, Bihar. 

The calibration and validation performance of the models is evaluated with appropriate statistical methods. The 

results of daily rainfall series modeling indicate that the performances of wavelet neural network models are 

more effective than the ANN models. 
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I. INTRODUCTION 

Rainfall prediction is one of the challenge problems in hydrology due to meteorological and geographical 

factors with uncertainties. The sophisticated nature of rainfall behavior makes it difficult to assess. In light of 

this, several dynamical forcings are related to rainfall‟s periodicity − climatological, topographical factors, and 

others. Therefore, most conventional rainfall modelings usually take into account these factors [43, 44]. It is the 

dependence of these climatological and topographical factors in rainfall forecasting that affect the accuracy of 

the prediction. In this paper, accurate rainfall prediction based only on the collected historical data of rainfall is 

proposed. Among several rainfall forecasting techniques based on stochastic or deterministic methods and 

computational approaches, there has been an excess of evidence in literatures that artificial neural networks 

(ANNs) are increasingly used for hydrological modeling especially in rainfall prediction (45, Bustain. et 

al.2007). The ability of representing non-linear complex relation from a set of known input and output variables 
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is the significant role of ANNs. Particularly, ANNs are non-linear modeling tools that do not require an explicit 

mathematical formulation of the physical relationship between variables. Among different kinds of ANNs, a 

feedforward backpropagation has gained much interest in weather forecasting [47]. While the significant 

progress has been made in wavelet analysis due to its capability of isolating the periodicity in a time series, 

wavelet transform can be applied for various problems, e.g., shortterm load forecasting [51], rainfall prediction 

[50]. Therefore, an application of wavelet decomposition with artificial neural network is proposed in this study 

for forecasting n-day daily rainfall. Overall performance efficiency of ANN predictions are summarized in terms 

of coefficient of determination, and root mean squared error. In the past decade, wavelet theory has been 

introduced to signal processing analysis. In recent years, the wavelet transform has been successfully applied to 

wave data analysis and other ocean engineering applications [28, 35, 20]. The time-frequency character of long-

term climatic data is investigated using the continuous wavelet transform technique [26, 36, 27] and wavelet 

analysis of wind wave measurements obtained from a coastal observation tower [20]. [12] used wavelet 

denoising method in linear perturbation models (LPMs) and simple linear models (SLMs) for rainfall and runoff 

time series data. [40] used a new wavelet transform method for developing the synthetic generation of daily 

stream flow sequences. [41] used a combination of neural networks and wavelet methods to predict underground 

water levels. Venkataramana. et al. (2013) used wavelet neural network to prediction the monthly rainfall using 

minimum and maximum temperature. Dynamical Recurrent Neural Network (DRNN) on each resolution scale 

of the sunspot time series resulting from the wavelet decomposed series with the Temporal Recurrent Back 

propagation (TRBP) algorithm [6]. There are some appreciable studies of wavelet transform based neural 

network models [38, 2, 9, 21, 39]. The wavelet transform is also integrated with multiple linear regression [25, 

22, 23] and support vector machine approach 24]. [1] compared the relative performance of the coupled 

wavelet-neural network models (WA–ANN) and regular artificial neural networks (ANN) for flow forecasting 

at lead times of 1 and 3 days for two different non-perennial rivers in semiarid watersheds of Cyprus. [24] 

investigated the performance of the wavelet regression (WR) technique in daily river stage forecasting and 

determined the WR model was improved combining two methods, discrete wavelet transform and a linear 

regression model. [33] developed a method for discrete wavelet decomposition and an improved wavelet 

modeling framework, WMF for short was proposed for hydrologic time series forecasting. By coupling the 

wavelet method with the traditional AR model, the Wavelet-Autoregressive model (WARM) is developed for 

annual rainfall prediction [50]. [31] used a conjunction model (wavelet-neuro-fuzzy) to forecast the Turkey 

daily precipitation. The observed daily precipitations are decomposed to some sub series by using Discrete 

Wavelet Transform (DWT) and then appropriate sub series are used as inputs to neuro-fuzzy models for 

forecasting of daily precipitations. Each of these studies showed that different black box models trained or 

calibrated with decomposed data resulted in higher accuracy than the single models that were calibrated with an 

undecomposed and noisy time series. In this paper, a Wavelet Neural Network (WNN) model, which is the 

combination of wavelet analysis and ANN, has been proposed for rainfall forecast Patna station, India. Using 

back propagation artificial neural network based on wavelet decomposition well simulated the change of annual 
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runoff with annual average temperature and annual precipitation [52].Wavelet decomposition method is 

proposed to link to ANFIS and ANN models use the rainfall forecast [53]. Demonstrate wavelet- adaptive 

neuro-fuzzy inference system (WANFIS) with split data model and WANFIS-modified time series model have 

been used to forecast river water levels with one-day lead time. 

II. WAVELET ANALYSIS 

The wavelet analysis is an advanced tool in signal processing that has attracted much attention since its 

theoretical development [16]. Its use has increased rapidly in communications, image processing and optical 

engineering applications as an alternative to the Fourier transform in preserving local, non-periodic and 

multiscaled phenomena. The difference between wavelets and Fourier transforms is that wavelets can provide 

the exact locality of any changes in the dynamical patterns of the sequence, whereas the Fourier transforms 

concentrate mainly on their frequency. Moreover, Fourier transform assume infinite length signals, whereas 

wavelet transforms can be applied to any kind and any size of time series, even when these sequences are not 

homogeneously sampled in time[3]. In general, wavelet transforms can be used to explore, denoise and 

smoothen time series which aid in forecasting and other empirical analysis. Wavelet analysis is the breaking up 

of a signal into shifted and scaled versions of the original (or mother) wavelet. In wavelet analysis, the use of a 

fully scalable modulated window solves the signal-cutting problem. The window is shifted along the signal and 

for every position the spectrum is calculated. Then this process is repeated many times with a slightly shorter (or 

longer) window for every new cycle. In the end, the result will be a collection of time-frequency representations 

of the signal, all with different resolutions. Because of this collection of representations we can speak of a 

multiresolution analysis. By decomposing a time series into time-frequency-space, one is able to determine both 

the dominant modes of variability and how those modes vary in time. Wavelets have proven to be a powerful 

tool for the analysis and synthesis of data from long memory processes. Wavelets are strongly connected to such 

processes in that the same shapes repeat at different orders of magnitude. The ability of the wavelets to 

simultaneously localize a process in time and scale domain results in representing many dense matrices in a 

sparse form. 

 

Discrete Wavelet Transform (DWT) 

The basic aim of wavelet analysis is to determine the frequency (or scale) content of a signal and then it assess 

and determine the temporal variation of this frequency content. This property is in complete contrast to the 

Fourier analysis, which allows for the determination of the frequency content of a signal but fails to determine 

frequency-time dependence. Therefore, the wavelet transform is the tool of choice when signals are 

characterized by localized high frequency events or when signals are characterized by a large numbers of scale 

variable processes. Because of its localization properties in both time and scale, the wavelet transform allows for 

tracking the time evolution of processes at different scales in the signal. 

The wavelet transform of a time series f(t) is defined as  
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          (1) 

          

where φ (t) is the basic wavelet with effective length (t) that is usually much shorter than the target time series 

f(t). The variables „a’ is the scale or dilation factor that determines the characteristic frequency so that its 

variation gives rise to a spectrum and „b’ is the translation in time so that its variation represents the „sliding‟ of 

the wavelet over f(t). The wavelet spectrum is thus customarily displayed in time-frequency domain. For low 

scales i.e. when |a|<<1, the wavelet function is highly concentrated (shrunken compressed) with frequency 

contents mostly in the higher frequency bands. Inversely, when |a|>>1, the wavelet is stretched and contains 

mostly low frequencies. For small scales, we obtain thus a more detailed view of the signal (also known as a 

“higher resolution”) whereas for larger scales we obtain a more general view of the signal structure. The original 

signal X(n)  passes through two complementary filters (low pass and high pass filters) and emerges as two 

signals as Approximations (A) and Details (D). The approximations are the high-scale, low frequency 

components of the signal. The details are the low-scale, high frequency components. Normally, the low 

frequency content of the signal (approximation, A) is the most important part. It demonstrates the signal 

identity. The high-frequency component (detail, D) is nuance. The decomposition process can be iterated, with 

successive approximations being decomposed in turn, so that one signal is broken down into many lower 

resolution components. 

Mother Wavelt 

There are a number of basis functions that can be used as the mother wavelet for Wavelet Transformation. Since 

the mother wavelet produces all wavelet functions used in the transformation through translation and scaling, it 

determines the characteristics of the resulting Wavelet Transform. Therefore, the details of the particular 

application should be taken into account and the appropriate mother wavelet should be chosen in order to use 

the Wavelet Transform effectively. The choice of the mother wavelet depends on the data to be analyzed. It 

should reflect the type of features present in the time series. Within each family of wavelets (such as the 

Daubechies family) are wavelet subclasses distinguished by the number of coefficients and by the level of 

iteration. Wavelets are classified within a family most often by the number of vanishing moments. This is an 

extra set of mathematical relationships for the coefficients that must be satisfied, and is directly related to the 

number of coefficients. For example, within the Coiflet wavelet family are Coiflets with two vanishing moments 

and Coiflets with three vanishing moments. Figure1 illustrates the several different wavelet families. 

dt
a

bt
tf

a
baf 












 
 )(

1
),(



 

540 | P a g e  

 

 

Figure 1. (a) Coif1 wavelet; (b) db2 wavelet; (c) Meyer wavelet; (d) Sym3 wavelet; (e) Morlet wavelet; (f) 

Mexican wavelet. 

The Daubechies and Morlet wavelet transforms are the commonly used mother wavelets. Daubechies wavelets 

exhibit good trade-off between parsimony and information richness, produce identical events across the 

observed time series, and appear in so many different fashions that most prediction models are unable to 

recognize them well [7]. Daubechies wave lets are complex functions, i.e., they include both amplitude and 

phase information. For time series with steps, one would choose a boxcar-like mother wavelet function such as 

the Haar wavelet (db1).Morlet wavelets, on the other hand, have a more consistent response to similar events 

but have the weakness of generating many more inputs than the Daubechies wavelets for the prediction models. 

For more smoothly varying time series, one would choose a smoother mother wavelet function such as the 

Morlet wavelet. In this study, first the wavelet function is derived from the family of Daubechies wavelets with 

order 5 (db5) used for the selection of best architectures of ANN and MLR. Thus, input data were decomposed 

using Daubechies wavelet function (mother wavelets) and  sub–time series components [time series of 2-month 

mode (D1),4-month mode (D2), 8-month mode (D3), and approximation mode (A3) were obtained for the 

calibration and validation period]. Second, the input for the selected architectures was taken from the 

decomposed series by nine different kinds of wavelet transforms, i.e., Haar wavelet; Daubechies Reverse 

biorthogonal , Biorthogonal Symlets and Coiflets; and irregular wavelets. 

Method of Network Training 

Levenberg-Marquardt method (LM) was used for training of the given network. It is a modification of the 

classic Newton algorithm for finding an optimum solution to a minimization problem. In practice, LM is faster 

and finds better optima for a variety of problems than most other methods. The method also takes advantage of 

the internal recurrence to dynamically incorporate past experience in the training process [14].  
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The Levenberg-Marquardt Algorithm (LMA) is given by       

              (2) 

where, X is the weights of neural network, J are the Jacobian matrix of the performance criteria to be minimized, 

„µ’ is a learning rate that controls the learning process and „e’ is residual error vector. If scalar µ is very large, 

the above expression approximates gradient descent with a small step size, while if it is very small; the above 

expression becomes Gauss-Newton method using the approximate Hessian matrix. The Gauss-Newton method 

is faster and more accurate near an error minimum. Hence we decrease µ after each successful step and increase 

only when a step increases the error. LMA has great computational and memory requirements, and thus it can 

only be used in small networks. It is faster and less easily trapped in local minima than other optimization 

algorithms. 

 

III. PERFORMANCE CRITERIA 

The performance of various models during calibration and validation were evaluated by using the statistical 

indices: the Root Mean Squared Error (RMSE) and Coefficient of Efficiency (COE). 

 

IV. STUDY AREA 

Patna, capital of Bihar state is situated on the bank of river Ganga with Latitude 25
0
 37

‟
 and longitude 85

0
 10

‟
 

and has a mean elevation of 49.68m above the MSL. Patna and its upland is sandwiched between the high 

Himalayan ranges in the far north and the high tracts of Chhotanagpur in the south. Due to its location with 

relation to latitude and other features, Patna has a humid subtropical climate with hot summers from late March 

to early June, the monsoon season from late June to late October and a mild winter from November to February. 

Highest temperature ever recorded is 46.6
0
C (in 1966) lowest ever is 2.3

0
C (in 2003) and highest daily rainfall 

was 250.8 mm (in 1987). Patna has a temperate climate, suitable for urban living. Patna is a linear city and is 

about 30 Km long from east to west and 5-7 Km from north to south. The city is situated between the river 

Ganga in the north, river Punpun in the south and river Sone in the west as shown in figure 2. 

 

V. DEVELOPMENT OF WAVELET NEURAL NETWORK MODEL 

The original time series was decomposed into Details and Approximations to certain number of sub-time series 

{D1, D2….  Dp,  Ap} by wavelet transform algorithm. These play different role in the original time series and the 

behavior of each sub-time series is distinct [38]. So the contribution to original time series varies from each 

successive approximations being decomposed in turn, so that one signal is broken down into many lower 

resolution components, tested using different scales from 1 to 10 with different sliding window amplitudes. In 

this context, dealing with a very irregular signal shape, an irregular wavelet, the Daubechies wavelet of order 5 

(DB5), has been used at level 3. Consequently, D1, D2, D3 were detail time series, and A3 was the approximation 

time series.  

  An ANN was constructed in which the sub-series {D1, D2, D3, A3} at time t are input of ANN and the original 
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time series at t + T time are output of ANN, where T is the length of time to forecast. The input nodes for the 

WNN are the decomposed subsets of antecedent values of the rainfall are presented in Table 1. The Wavelet 

Neural Network model (WNN) was formed in which the weights are learned with Feed forward neural network 

with Back Propagation algorithm. The number of hidden neurons for BPNN was determined by trial and error 

procedure. 

 

 
Figure 2. Study area and location of IMD station of Patna. 

 

Table 1. Model Inputs 

Model 1 X (t) = f (x [t-1]) 

Model 2 X (t) = f (x [t-1], x [t-2]) 

Model 3 X (t) = f (x [t-1], x [t-2], x [t-3]) 

Model 4 X (t) = f (x [t-1], x [t-2], x [t-3], x [t-4]) 

Model 5 X (t) = f (x [t-1], x [t-2], x [t-3], x [t-4], x [t-5]) 

Model 6 X (t) = f (x [t-1], x [t-2], x [t-3], x [t-4], x [t-5] x [t-6]) 

Model 7 X (t) = f (x [t-1], x [t-2], x [t-3], x [t-4], x [t-5] x [t-6] x [t-7]) 
 

 

VI. RESULTS AND DISCUSSION 

To forecast the rainfall at Patna gauging station of IMD Patna (Figure 2), the daily rainfall data of 29 years from 

1975 to 2004 was used. The first twenty years (1975-95) data were used for training of the model, and the 

remaining nine years (1995-2004) data were used for validation. The model inputs (Table 1) were decomposed 

by wavelets and decomposed sub-series were taken as input to ANN. ANN was trained using back propagation 

with LM algorithm. A standard MLP with a tangent sigmoidal, logarithmic sigmoidal and linear transfer 
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function for the hidden layer and linear transfer function for the output layer were used in the analysis. The 

optimal number of hidden neurons was determined as three by trial and error procedure. The performance of 

tangent sigmoidal, logarithmic sigmoidal and linear transfer function for input the hidden layer and linear 

transfer function for the output layer models estimated to forecast the rainfall was presented in table2. 

Table 2. Model performance. 

Wavelet-db5 
Tangent sigmoid Logarithmic sigmoid Linear 

RMSE %COE RMSE %COE RMSE %COE 

Model-1 8.70 48.87 8.70 48.87 8.31 53.31 

Model-2 4.95 83.45 4.95 83.40 5.46 79.88 

Model-3 4.26 87.76 4.49 86.35 4.87 83.97 

Model-4 3.69 90.81 4.04 88.96 4.05 88.91 

Model-5 3.57 91.40 3.57 91.40 3.78 90.37 

Model-6 3.02 93.85 3.14 93.32 3.17 93.24 

Model-7 4.43 86.77 3.23 92.96 3.02 93.84 

 

From Table 2, it is found that low RMSE values (3.02mm to 8.70mm) and coefficient of efficiency (48.87% to 

93.85%) for WNN models with input hidden layer transfer function and it was the found the tangent sigmoidal 

function is optimum when compared with logarithmic sigmoidal and linear transfer function and same as shown 

in figure 3. It is further analyzed data with optimum input hidden layer transfer function and linear transfer 

function output layer with different mother wavelet used to forecast the daily rainfall. It has been observed that 

coiflet5 WNN model estimated the peak values of rainfall to a reasonable accuracy (peak rainfall in the data 

series is 205.4 mm) from table 3. Further, it is observed that the coiflet5 WNN model having two antecedent 

values of the rainfall time series estimated minimum RMSE (1.63mm) and coefficient of efficiency (>98%) 

during the validation period. The model 6 of WNN was selected as the best-fit model to forecast the rainfall 

one-day in advance.  

 
 

Figure 3. WNN model performance with with input hidden layer transfer function. 
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Figure 4 shows the observed and modeled graph for WNN model 6 during calibration and validation 

respectively. It is found that values modeled from WNN model properly matched with the observed values. It is 

evident that the performance of WNN model 6 to forecasting the rainfall.  

Table 3. Performance of the different mother wavelet used to forecast the daily rainfall 

 

 

 
 

Figure 4. WNN model 6 during calibration and validation 

Wavelet 
Tangent sigmoid transfer function 

Calibration Validation 

Model 1 2 3 4 5 6 7 1 2 3 4 5 6 7 

RMSE 

haar 9.39 7.88 6.83 6.85 6.56 6.59 6.19 9.54 9.63 7.64 7.50 8.31 7.73 8.20 

db5 7.73 4.24 3.67 3.31 3.00 2.65 2.48 8.70 4.95 4.26 3.69 3.57 3.02 4.43 

rbio1.5 9.22 6.10 5.88 5.15 4.95 4.40 4.40 8.93 7.02 6.31 5.95 5.83 6.94 7.03 

bior2.4 8.35 5.22 5.13 4.03 3.75 3.40 3.27 9.11 5.10 4.98 4.97 4.44 4.03 4.15 

bior4.4 8.46 4.99 4.44 3.73 3.48 3.10 2.91 8.56 5.32 4.37 4.38 3.87 3.55 4.09 

sym4 8.31 4.90 4.12 3.52 3.23 2.66 2.85 8.99 5.72 4.51 4.12 4.20 3.04 3.35 

sym8 8.47 4.56 3.65 2.50 2.29 1.84 1.76 8.35 5.53 4.00 3.24 2.59 2.16 2.70 

coif3 8.15 4.45 3.71 2.81 2.51 2.13 2.03 9.39 5.78 3.88 3.59 2.84 2.73 3.02 

coif5 8.02 4.21 3.26 2.30 2.27 1.58 1.44 8.11 4.47 3.56 3.05 2.62 1.63 1.79 

%COE 

haar 43.80 60.39 70.29 70.08 72.57 72.31 75.57 38.43 37.36 60.59 62.00 53.34 59.68 54.57 

db5 61.90 88.56 91.42 93.00 94.25 95.54 96.08 48.87 83.45 87.76 90.81 91.40 93.85 86.77 

rbio1.5 45.83 76.30 77.97 83.13 84.40 87.66 87.65 46.04 66.69 73.13 76.05 77.04 67.49 66.62 

bior2.4 55.60 82.63 83.23 89.67 91.06 92.62 93.20 43.82 82.42 83.21 83.28 86.68 89.02 88.38 

bior4.4 54.38 84.17 87.42 91.12 92.27 93.87 94.59 50.44 80.90 87.07 87.02 89.88 91.50 88.72 

sym4 55.96 84.73 89.21 92.12 93.36 95.51 94.83 45.40 77.88 86.24 88.54 88.07 93.74 92.40 

sym8 54.26 86.75 91.52 96.02 96.66 97.85 98.02 52.85 79.31 89.16 92.93 95.47 96.86 95.08 

coif3 57.73 87.36 91.22 94.96 95.97 97.10 97.37 40.34 77.45 89.85 91.30 94.55 94.95 93.86 

coif5 59.03 88.69 93.25 96.64 96.72 98.40 98.67 55.51 86.52 91.43 93.70 95.38 98.21 97.83 



 

545 | P a g e  

 

The distribution of error along the magnitude of rainfall computed by WNN model 6 during the validation 

period has been presented in Figure 5. it was observed that the estimation of peak rainfall error is minimum. 

Figure 6 shows the scatter plot between the observed and modeled rainfall by WNN model 6. It was observed 

that the rainfall forecasted by WNN model 6 were very much close to the 45 degrees line. From this analysis, it 

was worth to mention that the performance of WNN model 6 is the best model in forecasting the rainfall in one-

day advance. 

 
Figure 4. Distribution of error WNN model 6 during the validation period. 

 

 
Figure 5. Scatter plot between the observed and modeled rainfall by WNN model 6 
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VII. CONCLUSIONS 

Daily rainfall data obtained from IMD, Patna rain gauge station been analyzed using wavelet-transform based 

artificial neural network. The proposed model is a combination of wavelet analysis and artificial neural network. 

Wavelet decomposes the time series into multilevel of details and it can adopt multiresolution analysis and 

effectively diagnose the main frequency component of the signal and abstract local information of the time 

series. The proposed WNN model with different input hidden transfer function and linear transfer function for 

out hidden layer has been applied to daily rainfall of Patna rain gauge station and finds the optimal input hidden 

layer transfer function. The time series data of rainfall was decomposed into sub series by DWT. Appropriate 

sub-series of the variable used as inputs to the ANN model and original time series of the variable as output. 

Model parameters are calibrated using 44 years of data and rest of the data is used for model validation. Data 

analysis was with optimal input hidden layer transfer function with different mother wavelets, it was found that 

efficiency index is more than 98% for coiflet 5 WNN model 6. It may be noted that hydrological data used in 

the WNN model has been decomposed in details and approximation, which may lead to better capturing the 

rainfall processes. The study only used data from one rain gauge station and further studies using more rain 

gauges data from various areas may be required to strengthen these conclusions. 
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