International Journal of Advance Research in Science and Engineering ¢
Volume No.07, Special Issue No. (03), January 2018 IJARSE

www.ijarse.com ISSN: 2319-8354

Real Time Face Detection

Jyoti Maurya', Jyoti Aggarwal®
M. Tech Schola, r*Associate Professor, Dept. of CSE,
Rajshree Institute of Management & Technology, Uttar Pradesh (India)

ABSTRACT

Face detection which is the task of localizing faces in an input image is a fundamental part of any face
processing system. The aim of this paper is to present a review on various methods and algorithms used for face
detection etc. Three Different algorithms i.e. Haar cascade, adaboost, template matching were described finally
it includes some of applications of face detection.

In this paper, we represent a methodology for face detection robustly in real time environment. Here we use

Haar like classifier and adaboost algorithm.

Keyword: adaboost, application. ,Face Detection, Face detection in computer vision area, features
— haar like feature,

I. INTRODUCTION

Face detection is a computer technology that determines the locations and sizes of human faces in arbitrary
(digital) images. It detects facial features and ignores anything else, such as buildings, trees and bodies. One of
the unique features of our brain is that it can think only in images not in words. Face is the most important part
of our body, so that it can reflect many emotions of a person. From a long year ago, we are using non-living
thing (smart cards, plastic cards, PINS, tokens, keys) for authentication and to get grant access in restricted areas
like ISRO, NASA, and DRDO etc. There are two types of biometric as physiological characteristics (face,
fingerprint, finger geometry, hand geometry, palm, iris, ear and voice) and behavioral characteristics (gait,
signature and keystroke dynamics).

The configuration will determine how the application should behave based on the desired security and

operational consideration. The face detection methodology is shown in the Figure 1.
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Figure 1. Flowchart of face detection system

I1. FACE DETECTION IN COMPUTER VISION AREA:

2.1 Face Detection: Given an arbitrary image, the goal of face detection is to determine whether or not there
are any faces in the image and if present, return the image location and extent of each image.

2.2 Face Localization:It aims to determine the image position of a single face; this is a simplified detection
problem with the assumption that an input image contains only one face [2], [3]. As our main purpose of face
detection is finding a search area for eye detection, we need a fast face detection method independent of the
structural components of face such as beard, mustache. Human vision system can easily detect and recognize
faces in images. The performance of the human vision system is so high that it can detect not only a single face
but multiple faces in the same scene having different pose, facial expression, lightening conditions, scales,
orientation etc. Also faces do not have to be complete that is; a partial view of a face is enough for humans to
detect them in images.There are about 150 different techniques for face detection in images although they share
some common methods through their ways. A detailed survey about various face detection methods is given in

Yang’s survey [1] and classified into four categories. Also in [4],

I11. FEATURES:

3.1 Haar like feature for face detection: The simple features used are reminiscent of Haar basis functions
which have been used by Papageorgiou et al. (1998). More specifically, we use three kinds of features. The
value of a two-rectangle feature is the difference between the sum of the pixels within two rectangular regions.
The regions have the same size and shape and are horizontally or vertically adjacent (see Fig. 2). A three-
rectangle feature computes the sum within two outside rectangles subtracted from the sum in a center rectangle.
Finally a four-rectangle featurecomputesthedifferencebetweendiagonalpairsof rectangles. The rectangular masks

used for visual object detection are rectangles tessellated by black and white smaller rectangles. Those masks
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are designed in correlation to visual recognition tasks to be solved, and known as Haarlike wavelets. By

convolution with a given image they produce Haar-like features.[5],[6].

.
L

C 1

Figure 2. Example rectangle features shown relative to the enclosing detection window. The sum of the pixels
which lie within the white rectangles are subtracted from the sum of pixels in the grey rectangles. Two-rectangle
features are shown in (A) and (B). Figure (C) shows a three-rectangle feature, and (D) a four-rectangle feature
Haar like features are digital image feature used for object detection but here we used it for face detection. The
biggest advantage of it over most other features is its calculation speed. Fig. 2 shows the types of Haar like

feature. Generally eye region is darker than other region from the face.

Figure 3: HaarLike Feature for Face Detection
Figure 4 shows how Haar like feature is used for face detection purpose.
e Edge feature
e Line feature

e Center-surround feature
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Figure 4: Types of HaarLike Features
3.1.1 Integral Image:
Rectangle features canbe compute dv eryrapidlyusinganintermediaterepresentationfortheimagewhich we call the
integral image. The integral image at location X, y containsthesumofthepixelsaboveandtotheleft of x, v,

inclusive:

iix, =Y i,y

v=ry<y

Where ii(X, y)isthe integral image and i(X, y) isthe originalimage(seeFig.5).

Using the following pair of recurrences:

s(x,¥) =s(x,y— D +i(x,y) (n

ii(x,y)=1i(x — 1, y) + s(x, y) (2)

(Where s(x, y)isthe cumulative row sum, s (x, —1) = 0, and ii(—1, y) = 0) the integral image can be
computed in one pass over the original image.

Usingtheintegralimageanyrectangularsumcanbe computed in four array references (see Fig. 6).
Clearly the difference between two rectangular sums can be computed in eight references. Since the
two-rectangle features defined above involve adjacent rectangular sums they can be computed in six
array references, eight in the case of the three-rectangle features, and nine for four-rectangle features.

One alternative motivation for the integral image comes from the “boxlets” work of Simard et al.
(1999)
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Figure 5. The value of the integral image at point (x, y) isthe sum of all the pixels above and to

the left.
A B
1 2
- »
C D
=3 4

Figure 6. The sum of the pixels within rectangle D can be computed with four array references.The value
of the integral image at location 1 is the sum of the pixels in rectangle A. The value at location 2 is A+B, at
location 3 is A+C, and at location 4 is A+B+C +D. The sum within D can be computed as 4+1—(2+3).

3.2 Adaboost:
e Adaboost was invented by Freund and Schapire in 1997.
Y. Freund and R. E. Schapire. A decision-theoretic generalization of on-line learning and an
application to boosting. Journal of Computer and System Sciences, 55(1):119-139, 1997.
e  They won the Gddel prize for this contribution in 2003.
e Adaboost was applied to face detection (with some modifications) by Viola and Jones in 2001.
P. Viola and M. Jones. Robust real-time object detection. International Journal of Computer Vision,
57(2):137-154, 2004.
Adaboost is an algorithm for constructing a’’strong” classifier as linear combination. Adaboost, short for
Adaptive Boosting, is a machine learning algorithm, formulated by Yoav Freund and Robert Schapire[7]. It is a
meta-algorithm, and can be used in conjunction with many other learning algorithms to improve their
performance.

325|Page




International Journal of Advance Research in Science and Engineering ¢
Volume No.07, Special Issue No. (03), January 2018 IJARSE

www.iiarse.com ISSN: 2319-8354
IV. RELATED WORKS

Real-time face detection place a vital role in many of the application scenarios like access control, surveillance
scenarios, gaming, human-computer interaction, etc. Viola and Jones devised an algorithm, called Haar
Classifiers, to rapidly detect any object, including human faces, using Haar classifier cascades that are based on
Haar —Like features. Haar-like features and not pixels. Different types of methods are available for detecting the
face and recognition: Principal Component Analysis (PCA), Linear Discriminate Analysis (LDA), Support
Vector Machines (SVM) Independent Component Analysis (ICA), Local Binary Pattern (LBP), and more
recently Sparse Representation (SR) based methods. A recent survey on face recognition algorithms can be
found in. Different algorithm are existing for performing and analysis of face detection with each of its own
weakness and strengths related to use of flesh tones, some use contours, and other are even more complex
involving templates, neural networks, or filters few of these algorithm are computationally expensive. There has
been little work in the literature during the last years about real-time face detection at HDTV resolutions. Face
detectionalgorithm using Haar-like features was described by Viola and Jones [8] and now it and a range of its
modifications are widely spread in many applications. One of these modifications [9] was implemented in
OpenCV library [10]. The OpenCV implementation compiled with OpenMP option provides only 4.5 frames
per second on 4-core CPU. It’s too slow to process HD stream in real time. As a solution to this problem a
parallel modification of OpenCV algorithm for GPU has been developed.

Some parallel versions of face detection algorithm using Haar-like features [11, 12, 13]. The algorithm

introduced by Hefenbrock [10] was the first realization of a face detection algorithm using GPU we could find.

V. EXPERIMENTAL RESULTS:

e

Figure 5. Face detection system
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Figure 6: Performance criteria: Confidence

VI. APPLICATION

Face detection is used in biometrics, often as a part of (or together with) a facial recognition system. It is also
used in video surveillance, human computer interface and image database management. Some recent digital
cameras use face detection for autofocus. Face detection is also useful for selecting regions of interest in photo

slideshows that use a pan-and-scale Ken Burns effect [14]
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