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Abstract
In this digital world, increasing number of organizations are facing the problem of explosion of data and the
size of the databases used in today’s enterprises has been growing at exponential rates. Data is generated
through many sources like business processes, transactions, social networking sites, web servers, etc. and
remains in structured as well as unstructured form [2]. The term “Big data” is used for large data sets whose
size is beyond the ability of commonly used software tools to capture, manage, and process the data within a
tolerable elapsed time. Big data sizes are a constantly moving target currently ranging from a few dozen
terabytes to many petabytes of data in a single data set. Difficulties include capture, storage, search, sharing,
analytics and visualizing. Big data is available in structured, unstructured and semi-structured data format.
Relational database has fails to store this multi-structured data. Apache Hadoop is efficient, robust, reliable
and scalable framework to store, process, transforms and extract big data. Hadoop framework is open source
and fee software which is available at Apache Software Foundation. In this paper we will present Hadoop,
HDFS, Map Reduce and c-means big data algorithm to minimize efforts of big data analysis using Map Reduce
code. The objective of this paper is to summarize the state-of-the-art efforts in clinical big data analytics and
highlight what might be needed to enhance the outcomes of clinical big data analytics tools and related fields.
Index Terms—Big data, mining, heterogeneity, HDFS, Map Reduce, hadoop, cluster, namenode,
datanode.

I. INTRODUCTION

Big data is the term used to describe huge datasets having the “3 V” definition: volume, variety, velocity and
value (e.g. medical images, electronic medical records (EMR), biometrics data, etc.). Such datasets present
problems with storage, analysis, and visualization [1,2]. To deal with these challenges, new software
programming frameworks to multithread computing tasks have been developed [2-4].
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Fig. 1 Three V’s of Big Data
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These programming frameworks are designed to get their parallelism not from a super computer, but from
computing clusters: large collections of commodity hardware, including conventional processors (computing
nodes) connected by Ethernet cables or inexpensive switches. These software programming frameworks begin
with a new form of file system, known as a distributed file system (DFS) [3,4], which features much larger units
than the disk blocks in a conventional operating system. DFS also provides replication of data or redundancy to
protect against the frequent media failures that occur when data is distributed over potentially thousands of low
cost computing nodes [3].

The goal of this review is to summarize the potential and expanding usage of MapReduce on top of the Hadoop
platform in the processing of clinical big data. A secondary objective is to highlight the potential benefits of
predictive and prescriptive clinical big data analytics. These types of analytics are needed for better usage and
optimization of resources [5,6]. Types of analytics Analytics is a term used to describe various goals and

techniques of processing a dataset.

ILCOMPUTING SYSTEMS
2.1 Distributed system

A distributed system [3] is a setup in which several independent computers (computing nodes) participate in

solving the problem of processing a large volume of and variety of structured/semi-structured/unstructured data.

2.2 Grid computing system

The grid computing system [7] is a way to utilize resources (e.g. CPUs, storage of computer systems across a
worldwide network, etc.) to function as a flexible, pervasive, and inexpensive accessible pool of computing
resources that can be used on demand by any task. Furthermore the system architecture of GPUs may not be
suitable for the MapReduce architecture and may require a great deal of modification [9]. The basic differences
between grid computing and distributed computing systems are:

1. A distributed computing system manages hundreds or thousands of computer systems, which are limited in
processing resources (e.g. memory, CPU, storage, etc.). However the grid computing system is concerned about
efficient usage of heterogeneous systems with optimal workload management servers, networks, storage, etc.

2. A grid computing system is dedicated to support computation across a variety of administrative domains,

which makes it different from the traditional distributed computing system.

I11. MINING MODEL OF CLOUD COMPUTING

Cloud computing is Internet- based computing, whereby shared resources, software and information are
provided to computers and other devices on- demand, like the electricity grid. Cloud computing (cloud
computing), is an Internet-based method of calculation, this way, the shared hardware and software resources
and information on demand for computers and other devices. The cloud is in fact the network, a metaphor of the
Internet. The core idea of cloud computing, a large number of unified Management and scheduling for network-
connected computing resources to form a pool of computing resources on demand service to users. Data mining

is more complex than information search. Massive data processing to achieve high performance machine or
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large-scale computing devices, cloud computing-based data mining to better achieve their goals. The cloud
computing model has many advantages, low cost, fault tolerance, the calculation speed; convenient program
development nodes increase more easily. Can be said that cloud computing is generally applicable to data
mining is more ideal computing model, from huge amounts of data to find useful and understandable knowledge
of the technical means. Cloud computing is an Internet-based computing model, public participation, the
computing resources (including computing power, storage capacity and interactive capabilities, etc.) is a
dynamic, scalable, virtualization, and the way services. : Dynamic cloud computing and scalable computing
power and efficient mass data mining has brought the possibility of; cloud computing environment the wisdom
of public participation in environment swarm intelligence groups for the study set a new data mining method;
cloud calculate the service features of the mass of data mining possible. Data mining in these parts have a wide
range of applications, such as the web store page to research process in the page ranking and the front-end
interactive query suggestions, each of which needs the support of data mining technology. Through cloud
computing, mass data storage and distribution of computing, massive data mining environment for cloud
computing provides new ways and means to effectively solve the distributed storage of massive data mining and
efficient computing [4]. Carry out data mining method based on cloud computing, more and more complex
mass data mining can provide new theoretical and support tools. Extension of cloud computing will drive the
Internet and technological achievements in the public service is to promote the depth of information resources

sharing and sustainable use of new methods and new ways of traditional data mining.

IV.MAPREDUCE PROGRAMMING USING HADOOP

On top of the DFS, many different higher-level programming frameworks have been developed. The most
commonly implemented programming framework is the MapReduce framework [4,11,12]. MapReduce is an
emerging programming framework for data-intensive applications proposed by Google. MapReduce borrows
ideas from functional programming [12], where the programmer defines Map and Reduce tasks to process large
sets of distributed data. Implementations of MapReduce [11] enable many of the most common calculations on
large-scale data to be performed on computing clusters efficiently and in a way that is tolerant of hardware
failures during computation. However MapReduce is not suitable for online transactions [11, 12].

The key strengths of the MapReduce programming framework are the high degree of parallelism combined with
the simplicity of the programming framework and its applicability to a large variety of application domains
[4,11]. This requires dividing the workload across a large number of machines. The degree of parallelism
depends on the input data size. The map function processes the input pairs (keyl, valuel) returning some other
intermediary pairs (key2, value2). Then the intermediary pairs are grouped together according to their key. The
reduce function will output some new key-value pairs of the form (key3, value3). Figure shows an example of a
MapReduce algorithm used to count words in a file. In this example the map input key is the provided data
chunk with a value of 1. The map output key is the word itself and the value is 1 every time the word exists in
the processed data chunk. The reducers perform the aggregation of the key-values pair output from the maps and
output a single value for every key, which in this case is a count for every word. High performance is achieved
by breaking the processing into small units of work that can be run in parallel across potentially hundreds or

thousands of nodes in the cluster. Programs written in this functional style are automatically parallelized and
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executed on a large cluster of commodity machines. This allows programmers without any experience with
parallel and distributed systems to easily utilize the resources of a large distributed system [3,4]. MapReduce
programs are usually written in Java; however they can also be coded in languages such as C++, PHP Perl,

Python, Ruby, R, etc. These programs may process data stored in different file and database systems.
Hadoop Master Node
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Fig.2 The Architecture of the Hadoop HDFS cluster

The hadoop platform Hadoop [13-15] is an open source software implementation of the MapReduce framework
for running applications on large clusters built of commaodity hardware from Apache [16]. Hadoop is a platform
that provides both distributed storage and computational capabilities. Hadoop was first comprehended to fix a
scalability issue that existed in Nutch [15,17], an open source crawler and search engine that utilizes the
MapReduce and big-table [17] methods developed by Google. Its storage and computational capabilities scale
with the addition of computing nodes to a Hadoop cluster, and can reach volume sizes in the petabytes on
clusters with thousands of nodes. Hadoop differs from other distributed system schemes in its philosophy
toward data.

A traditional distributed system requires repeat transmissions of data between clients and servers [3]. This works
fine for computationally intensive work, but for data-intensive processing, the size of data becomes too large to
be moved around easily. Hadoop focuses on moving code to data instead of vice versa [13,14]. The client
(NameNode) sends only the MapReduce programs to be executed, and these programs are usually small (often
in kilobytes). More importantly, the move-code-to-data philosophy applies within the Hadoop cluster itself.
Data is broken up and distributed across the cluster, and as much as possible, computation on a chunk of data

takes place on the same machine where that chunk of data resides.

V. PROPOSED WORK
Data mining is a process of extracting information from the raw data and Cloud computing provides scalable
and flexible infrastructure which provides everything as a service. By integrating data mining and cloud

computing provides agility and quick access to technology. The traditional database system and RDBMS are not
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able to mine large data set and the existing data mining algorithms are not capable to mine big data. Hadoop is a
distributed master—slave architecture that consists of the Hadoop Distributed File System (HDFS) for storage
and the MapReduce programming framework for computational capabilities. The HDFS stores data on the
computing nodes providing a very high aggregate bandwidth across the cluster. Traits inherent to Hadoop are
data partitioning and parallel computation of large datasets. MapReduce framework [4,11,12]. MapReduce is an
emerging programming framework for data-intensive applications proposed by Google. MapReduce borrows
ideas from functional programming [12], where the programmer defines Map and Reduce tasks to process large
sets of distributed data. Implementations of MapReduce [11] enable many of the most common calculations on

large-scale data to be performed on computing clusters efficiently
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Fig.3 MapReduce Feramework

Map Reduce framework allows users to define two functions, map and reduce, to process a large number data
entries. Here a scalable parallel clustering algorithm is used to overcome the problem in clustering large dataset
with high dimension. The clustering is the Fuzzy C-Means (FCM) clustering algorithm which is applied to the
each randomly divided set of input data[22]. Then finally the resultant cluster is obtained at the output. The fig.

shown below represents the architecture of the proposed scalable parallel clustering algorithm.

Fig.4 Parallel architecture of the proposed algorithm
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VI. PARTITIONING THE INPUT LARGE DATASET

Let the input be the large dataset with a size of M * N . In this processing, input large dataset using fuzzy c-
means clustering algorithm is difficult. So dividing the input dataset randomly in to small subsets of data with
equal size will make system better [28]. So further in this proposed system the input large data set is divided
into N number of subset, based on number of cores available in the system, S={S1, S2.......... ,Sn }where N is the
total number of sets with equal size. Here the each subset of data is clustered into clusters using a standard and
efficient clustering algorithm called Fuzzy C-Means. Programmatically used in fork method in Java. The each
single data subset S consist of a vector of d measurements, where X = ( x1, x2 , ,.....). The attribute of an
individual data set is represented as i x and d represents the dimensionality of the vector. The Fuzzy C-
Means[30] is applied to the each subset of dataset for clustering the input dataset n d in to k-clusters. Fuzzy C-
Means clustering method is applied to divided subset of data. The PFCM is one of the most efficient parallel
clustering methods. Let the unlabelled data set is S={S1, S2,......... ,Sn }, which is further clustered in to a group

of k-clusters using CMeans clustering method.

VII. INTEGRATED DATA MINING AND CLOUD COMPUTING

The integrated approach of data mining and cloud computing and mining is the process of extracting structured
information from unstructured or semi-structured web data sources. The application of this technology should
enable that with just a few clicks one can collect the information about the end user of the application entirely. It
provides technology that can handle large amount of data which cannot be processed efficiently at reasonable
cost using standard technologies and techniques. It also allows the users to retrieve meaningful information from
virtually integrated data warehouse that reduces the cost of infrastructure and storage. Extension of cloud
computing will drive the internet and technological achievements in the public service is to promote the depth of

information resources sharing and sustainable use of new methods and new ways of traditional data mining.

VIII.LADVANTAGES OF INTEGRATED DATA MINING AND CLOUD COMPUTING

The following are the advantages of the integrated data mining and cloud computing environment.

i. Virtual m/c that can be started with short notice

ii. Redundant robust storage

iv. Message queue for communication

v. The customer only pays for the data mining tools that he needs

Vi. The customer doesn’t have to maintain a hardware infrastructure as he can apply data mining through a

browser

IX. IMPLEMENTAION OF BIG DATA MINING ON HDFS, MAPREDUCE
After configuration HDFS, we are configuring our application for big data mining. In this step, we are using
configured an iso image file of our virtual machine. This setup can be run over any virtual platform; we need not

to configure it again for other systems. Over this architecture we configure our Big Data Mining application.
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This application will process map reduce’s huge data according to the filter criteria given to the application. We
need not to use upper layer tools of HDFS architecture for further implementation. We are using lamp server

which is configured on this architecture for our application for data retrieval.

X.CONFIGURING HADOOP

Configuring and getting Hadoop up and running is quite straightforward. However, since this process requires
editing multiple configuration and setup files, make sure that each step is properly followed.

10.1. Install Java

Hadoop requires Java to be installed, so let's begin by installing Java: apt-get update apt-get install default-jdk
These commands will update the package information on your VVPS and then install Java. After executing these

commands, execute the following command to verify that Java has been installed:

10.2. Configure HDFS

First let's fetch Hadoop from one of the mirrors using the following command: wget
http://www.motorlogy.com/apache/hadoop/common/current/hadoop-2.3.0.tar.gz After downloading the Hadoop
package, execute the following command to extract it; tar xfz hadoop-2.3.0.tar.gz

This command will extract all the files in this package in a directory hamed hadoop-2.3.0. For this tutorial, the
Hadoop installation will be moved to the /usr/local/hadoop directory using the following command: mv hadoop-
2.3.0 /usr/local/Hadoop After completing all the configuration outlined in the above steps, the Hadoop
filesystem needs to be formatted so that it can start being used. This is done by executing the following

command: hdfs namenode —format

10.3. Start Hadoop
All that remains to be done is starting the newly installed single node cluster: start-dfs.sh

Executing this command should show you something similar to the following:
root@tutorials:~# jps
1778 Jps
1744 NodeManager
1474 SecondaryNameNode
1146 NameNode

1621 ResourceManager
1272 DataNode
root@tutorials:~# l
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Fig 5 Showing Name and Data Node of Hadoop
After configuration hadoop, we are configuring our application for big Data Analysis. In this step, we are using
configured an iso image file of our virtual machine. This setup can be run over any virtual platform; we need not

to configure it again for other systems.

10.4 Starting the multi-node cluster
Starting the cluster is performed in 2 steps.
i) Starting the HDFS Daemons — the NameNode daemon is started on the master (Hadoopmaster) and the
DataNode daemons are started on all slaves (in our case Hadoopmaster and hadoopnode). ii) Start the
MapReduce Daemons - The JobTracker is started on the master (Hadoopmaster), and the TaskTracker daemons

are started on all slaves (in our case Hadoopmaster and hadoopnode)

10.5 HDFS Daemon

Start hdfs by executing the following command on the master (Hadoopmaster). This will bring up the HDFS
with the NameNode up on the master and, the DataNode on the machine listed in the conf/slaves file. bin/start-
dfs.sh

Fig 5 Showing HDFS Daemon

10. 6 Mapred Daemon.
Start mapreduce by executing the following command on the master (Hadoopmaster). This will bring up the
MapReduce cluster with the JobTracker up on the master and, the TaskTracker on the machine listed in the

conf/slaves file. bin/start-mapred.sh
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Fig 6 Showing MapReduce Daemon
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Fig.7 Configured LAMPP and Services
To start and run the mining application, we use browser. Call the application start page by giving the url on

address bar. After successfully call and running the index page, the application visualize as the following screen.

"

g I
[

Cloud Data Analysis

Fig.8 Big Data Mining Application

IX. CONCLUSION

This paper presents a review of need data mining services in cloud computing along with a case study on the
integrated approach of data mining and cloud computing and mining. The data mining in cloud allows
organization to centralize the management of software and data storage with assurance of efficient, reliable and
secure services for their users. The implementation of data mining techniques through cloud computing will
allow the users to retrieve meaningful information from virtually integrated data warehouse that reduces the
costs of infrastructure and storage. This approach also reduces the barriers that keep small companies from
benefiting of the data mining instruments. The emergence of cloud computing brings new ideas for data mining.
It increases the scale of processing data.

This approach is deployed in HDFS, MapReduce and C-Means big data mining algorithm framework of
Hadoop. Big data discloses the limitations of existing data mining techniques, resulted in a series of new
challenges related to big data mining. Big data mining is a promising research area, still in its infancy. In spite

of the limited work done on big data mining so far, we believe that much work is required to overcome its
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challenges related to heterogeneity, scalability and execution speed.
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