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ABSTRACT

Online social networking sites became an important means in our daily life. Millions of users register and share
personal information with others. Because of the fast expansion of social networks, public may exploit them for
unprincipled and illegitimate activities. As a result of this, privacy threats and disclosing personal information have
become the most important issues to the users of social networking sites. The intent of creating fake profiles have
become an adversary effect and difficult to detect such identities/malicious content without appropriate research. The
current research that have been developed for detecting malicious content, primarily considered the characteristics of
user profile. Most of the existing techniques lack comprehensive evaluation. In this work we propose new model using
machine learning and NLP (Natural Language Processing) techniques to enhance the accuracy rate in detecting the fake
identities in online social networks. We would like to apply this approach to Facebook by extracting the features like
Time, date of publication, language, and geoposition.

Keywords: Social Networks, Threats, Fake Profiles, Malicious, Comprehensive, Machine learning and
NLP

I. INTRODUCTION

Online Social Networks are most popular through which information can be exchanged throught the world. Social
Networks being the center of attraction for many applications and they incorporate a range of new information and
communication tools to the user community.A Social Network is best viewed as a graphical structure with nodes and
edges depicting the users and their interaction activities respectively. The nodes and edges in a Social Network graph
can be labeled or unlabeled depending upon the structure of the network being used. Because of the great reputation of
social intelligence, social networking sites such as Facebook, YouTube, Twitter, LinkedIn, Pinterest,Google+, Tumblr
and Instagram have become the preferred means of communication and information sharing tools amongst a diverse set
of users including individuals and companies. The users of the social networks will play a vital role and they are
completely responsible for the contents being exchanged in the networks. Users share information by interesting
websites, videos and files. People share confidential data through the set-up of great faith and others have the same faith
in the data shared. The rush of online social networks’ reputation and the accessibility of huge amount of data enable
them simple objective to the opponents. These objectives mainly include stealing individual user’s details without
seeking any permission.

The attempt for the encroachment of a legitimate user profile through fake identities is considered as the mostly
practiced technique [1]. As the expansion of greater security in online social networking sites it turned to be very hard

to encroach into online social networks. As a result of this, antagonists create false identities to gain access to other
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created every second[2], there are 83 million fake profiles[3]. Because of the openness of Facebook, users are likely
disclosing many personal details about themselves and their friends as presented by [4].

Newly, online social networks have come up with a radical shift in our day to day life and transformed the world wide
web into social web wherein user community is the centre for online growth, business, and information sharing [5].

The main objective of any Social Networking Site is to target different user segments. The best thing about Facebook is
the ability to find old friends, but, YouTube provides a platform for people to connect, inform, and inspire others across
the world by video sharing. For micro blogging we use Twitter. LinkedIn is famous for maintaining professional
resumes with a large number of contacts. Facebook is the most popular online social network with 1.1 billion monthly
unique users while YouTube becomes the second best social network with 1 billion monthly unique users [6]. Recently,
Twitter stands in the next place as the global largest micro blogging online social networking site. As per the latest
statistics Twitter has about 310 million monthly active users [6]. According to latest statistics [6], LinkedIn becomes the
global largest Professsional network with 255 million monthly active users. Due to greater user contribution and
increased online interactions, it is very tricky to identify anomalous user behavior, pervade in Social Networks and
deviate them from the regular users. In contrast, some measures should be implemented to identify suspicious profiles
and indicate the profiles as malicious. Nevertheless, this could not attain the required outcome. It happens to be more
tedious job, due to enhanced security and privacy policies, limitations for collecting data sets. Hence it becomes very
hard to differentiate false and real accounts. Albeit, the majority of the existing work aimed at malicious content,
intrusion detection, spam distribution, and detection of profile cloning[7][1], now it is the time to pay extra attention for
proposing new approaches and methods to distinguish legitimate profiles from fake profiles in a comprehensive
manner.

The word fake is defined as a knock-off, or someone or something that isn't what it appears to be. A fake profile is a
false identity of a user in the social network to pretend as legitimate user in the network. As said by researchers [8], the
behavior and attitude of fake users is dissimilar to the real users. So, the amount and the type of information that a fake
user passes to the profile pose a complete deviation from the legitimate user. Today there exist a number of different
approaches for generating fake profiles. Amongst these some of the important approaches will include

Phasel- Constructing the personal profile [8], in order to attract the users to the profile [9] [10].

Phase2- Profile cloning [11][7] where spammers generate a parallel profile of the normal user in an online social
network by using the legitimate user profile

Phase3-Fabricating a profile with a false identity as explained in [8].

Facebook is considered as the most popular Online Social Network, which permits most of the users to make profiles,
upload pictures and audio/video files, send mails and remain in contact with friends, relatives and associates. Facebook
has an outstanding increase with respect to other Online Social Networks. The main goal our work is identifying,
separating the real profiles and false profiles in Facebook. The majority of the techniques used to counter this problem
are centered at Facebook, YouTube, Twitter and LinkedIn. Most of the social networking sites have enriched and strong
APIs to get related, in time and the latest user information as per the current research needs. Application Programming
Interface (API) provides the access to user account information like user, friends’ behavior and other essential user
information.

Profile data in online networks can be static or dynamic. The details which are provided by the user at the time of

profile creation is called static data, where as the details which are acknowledged by the system in the network is called
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dynamic data. Static data contains demographic features of a user and his/her interests and dynamic data contains user
runtime behavior and locality in the network [12]. The majority of current research depends on static and dynamic data.
But this is not applicable to most of the social networks, where only some of static profiles are visible and dynamic
profiles are not visible to the user community. Various techniques were proposed by different researchers to detect the
fake identities and malicious content in online social networks. Each technique had its own merits and demerits.

As per the literature survey, the existing research associated to Facebook has not made any effort to identify features for
spam detection at profile level. Albeit such features are extremely useful for detection and classification of spam
profiles in Facebook.It is treated as an essential task to identify attackers who are spreading malicious content by means
of fake profiles. Finding fake profiles requires a diverse set of static and dynamic features that define its behavior. Due
to privacy concerns and strong restrictions on information availability [13], none of the existing research, used for to
fake profile detection are viable to implement. Thus, in this work our main aim is to find a model for resolving legal

profiles and false profiles in Facebook.

1.1 Information Extraction

Information extraction is the process of identifying key words and relationships in the text. It uses pattern matching
algorithms to search for predefined sequences within the text. The software used for information extraction draws new
relationships among known community and locations. And also it provides significant user information over time.
These tools are extremely helpful while working with large amounts of data. Conventional data mining tools presume
that the data being extracted is stored in the form of tables. Unfortunately, for most of the current applications, the only

means of accessing digital information is by natural language processing [14].

1.2 Natural Language Processing

NLP is a field of artificial intelligence and computational linguistics concerned with how information systems can be
used to understand and process natural language documents.NLP research main objective is to gather information about
how people comprehend and use natural language to accomplish the required job [15].

The origin of Natural Language Processing depend on most promising areas, such as computer and information
sciences, linguistics, artificial intelligence and robotics ,mathematics, psychology, etc. NLP applications include a
number of research areas like natural language text processing machine translation, language information retrieval,
summarization, user interfaces, multilingual and cross speech recognition, artificial intelligence, and expert systems
etc.[15]

1.3 Pre-processing methods
Preprocessing techniques play a vital role in text mining. Preprocessing is the beginning step in the text mining
approach. Preprocessing is done in three steps namely, stop words removal, stemming and lemmatization and

Tokenization.

A. Extraction
Extraction is the process of mining structured information from unstructured data. In many cases extraction mainly

concerns with processing human language documents by means of natural language processing.
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B. Eliminating Stop Words

Stop words elimination is one of the most promising pre-processing steps in NLP. The simple idea is removing all the
words that occur commonly in the documents. Naturally, articles and pronouns are considered as stop words. These
words will act as the divisions of natural language.In text mining Stop words are not considered as keywords and they
can be deleted from the text [16].

C. Stop word removal

There are four basic methods used to eradicate stop words from the text [16].

i. The Classic Method: This approach is focused on eliminating stop words resulted from pre-compiled lists [17].

ii. Methods based on Zipf’s Law: This method uses the law for eliminating most familiar words and eliminating words
that occur just the once [17][18].

iii. The Mutual Information Method

It is a supervised learning approach which operates by calculating mutual information, providing an idea of how much
data the object can describe regarding the specified class. Little amount of mutual data gives that the object has a low
bias power and accordingly it should be eliminated [17] [18].

iv. Term Based Random Sampling

It was introduced by Rachel Tsz-Wai Lo et. al. to physically identify the stop words from web based documents. This
approach operates by repeating more separate partitions of data which are selected randomly.the.After that ranking will

be given to the partitions based on their syntax values using the Kullback-Leibler divergence measure [17].

D. Stemming

Stemming is the process used to identify stem, base or root form of a word. For example, the words wait, waits, waited
and waiting can be rooted to the word “wait” [19]. The main objective of stemming is to confiscate a variety of suffixes,
so that inflected words can be reduced and finally we can save time and space

The important points to be considered while using stemming are

The words which do not have similar meaning should be detached.

The stem need not be identical to the morphological root of the word.

These two conventions are very useful in language processing.

Stemming and lemmatization

Due to syntactic structures, most of the text documents use numerous forms of a word. Moreover, there exist a group of
words which have same meaning. In most of the cases, it appears that it would be very useful for efficient searching of
words to get related documents which hold one more word in the corresponding folder. The main aim of lemmatization
and stemming is to diminish conjugate forms. But these terms diverge in their essence. Stemming typically defines to
be a simple heuristic procedure that cut off the ends of words with the probability of achieving the target. The technique
lemmatization generally describes the proper arrangement of words with the use of morphological analysis and

vocabulary of words.
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It is the process of dividing the specified document into basic building blocks or other meaningful elements called
tokens. These tokens will act as inputs for further processing .Tokenization accomplishes its job by positioning word
margins. Another name for Tokenization is word segmentation. The problems encountered in tokenization totally rely
on the language to be used.In addition tokenizations depend on the typographical structure and writing style of
vocabulary.

Principal Component Analysis

PCA is applied to reduce the dimensionality of the dataset[20] . In this proposed work PCA plays an important position
by giving the great endorsement to make decisions on which profile features to be used. Principal Component Analysis
(PCA) is the simplest and robust dimensionality reduction technique ever seen. In this paper we have selected a
mathematical model called variance maximization for drawing PCA results. According to this model “first principal
component has the highest projection variance which is the direction in feature space along.And the second component
defines the direction which has highest projection variance among all the other orthogonal direction to the first

component”. While calculating the score on profile features both false and real accounts to be measured.

Il. RELATED WORK

The availability of data in social networks has drawn many research concerns encountered by online users. A
Substantial research work has been carried out for a variety of social network problems like spam filtering, information
diffusion and community detection. In[21] the researchers presented the possibility of information distribution without
disclosing confidential data via graph models. In the research [22], they investigated “topological characteristics of
Twitter” and presented that the behavior of information distribution in online networks known by examining
“retweets”.In the paper[23],they elaborated a report on “click-stream data in online networking sites” and proved that
click-stream data provides a means to use rich information for drawing social relations .They also proved that most of
user actions in online networks include browsing. Likewise in [24] the researchers examined social communications of
user community in online social networks and initiated that most of the communications in online social networks are
hidden and evident actions take place infrequently.

Various research efforts have been also turned towards the identification of malicious content in social networks. In
the paper [25] the researchers planned a real-time spam detection scheme for Twitter social network in which they
registered browser activities while loading a page for an URL.One more significant work for identifying spam on
online social networking sites is proposed in [26] .In this proposed method, they created honey-profiles based on
nationality, time ,age etc.This research is aimed at different accounts representing different areas . The researchers in
[27] also made an attempt to use social honeypot to entice spammers on Twitter. In [28], the researchers described a

significant attempt to typify various spams on Twitter social network.

The authors in[29] elaborated that the attacks of social junction were efficient and cheaper to get private information
of an individual. Further in [30] the authors presented an approach to detect the users who are involved in malicious
activities on Facebook. There are two stages in this mechanism. In first stage semantic analysis was done.In second
stage spatiotemporal analysis was done.After that comparison was made between the original friend graph and the

spatiotemporal graph.In [31] authors presented a brief study on various social networking platforms which provide
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by Facebook to protect users from spammers ,hackers,or other threats are presented in [33].Further more Facebook has
its own immune system[34].Social networking sites provide greater security to protect the users by implementing
encrypted route to make sure that the registered user is genuine [34] and [35] the authors classified different spammers
by using graph centrality .In addition,in [36] authors detected fake profiles based on some important features.First
feature was time stamp of link creation and second feature was frequency of friend request. Likewise reflective policy
assessment tools presented by the authors in [37] were observed different profiles from various directions. In [38] they
proposed an app called My Page Keeper.There were number of attackers whose main objective was to add some
malicious content on user’s timeline.

To counter these attacks My Page Keeper was used.Similar to this app in [39] authors proposed FRAppE which was
used to detect malicious applications on Facebook .To thwart spam profiles in [40] they presented a technique on the
basis of social interaction in Facebook.Similarly in [41] authors created honey profiles on different social networking
sites.Honey profiles were used to obtain data about malicious activities. The Algorithm Random Forest was applied on
collected data and identified the URL ratio of the messages.

Even the newest techniques such as Honeypots anticipated to identify the spammers fail to draw abnormal users in
most of the situations.Most of the researchers have used an unsupervised detection method PCA (Principal Component
Analysis) ]Jto detect the anomalous behaviour. In[42] the authors used the profile information of a user to detect fake
identities in online social networks using specific supervised machine learning techniques for feature extraction and
cluster building. The proposed technique is an efficient and faster means to identify fake profiles as it only uses the
attributes given by a user during profile creation. This is the first technique to detect the clusters of fake profiles created

by a user on a particular online social network

11l. PROPOSED WORK

In our proposed model we would like to detect and classify fake users and real users using Machine learning and
Natural Language Processing Techniques. In this work we present some steps that describe the process to distinguish
fake users from legitimate users through a flowchart. Figure 1 show the working paradigm of our proposed work. In
first step data set will be collected through Facebook using API. After the collection of data set in next step we are
applying NLP pre processing techniques like Tokenization, Stop words removal, Stemming and lemmatization to
extract features of users profile. After the extraction of the features we use reduction phase to reduce the dimensionality
of the dataset. We would like to filter the profiles with tokenization, stemming and stop words to optimize the outcome
before reduction.

For reduction we apply Principal Component Analysis(PCA) algorithm.After the reduction phase we apply appropriate
learning algorithm for classification.At the end we would like to use evaluation parameters like True positive rate
(TPR) ,false positive rate (FPR) and AUC(Area Under ROC Curve) for determining the legitimate users and the
malicious users.

Depending on AUC we calculate True Positive Rate and False Positive Rate.If True positive rate is higher than False
positive rate then it as a legitimate us will be considered as legitimate user otherwise it will be treated as a fake user.In
our work we would like to propose a frame work using Machine Learning and NLP Techniques .We would like to
apply this frame work for social networking sites like Facebook and others.The main objective of our model is to

increase the accuracy in identifying the spam or fake identities in online social networks.
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Currently we are working on building a model using Machine Learning and Natural Language Processing Techniques.
We are planning to implement a spam detector using NLP in Python.The process of building efficient, scalable
approach for big data services like Facebook, requires a representative sample of data for doing research and for
drawing valid conclusions.Existing techniques related to spread and mitigation of malicious content on Facebook
haven’t been studied completely.

Most of the existing techniques for detecting malicious content of Facebook lack inclusive evaluation.The main
objective of our research work is to increase the accuracy rate in identifying the fake profiles/malicious content in
online social networking sites as compared to existing research. We would like to apply the proposed approach on
Facebook.

V. WORKING PRINCIPLE OF PROPOSED WORK

| Extraction of Facebook Dataset usina API

\

Facebook

Datatset

Tokenization Stop Word
NLP Pre-Processing
Stemmina and Lemmatization
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Figure-1: Working Paradigm of Proposed Work
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V. CONCLUSIONS AND FUTURE WORK

Our proposed work presents various classification , mining and pre-processed techniques to detect malicious users ,
extract features, reduce the dimensionality and to prevent users from fake profiles. In this work pros and cons of each
existing technique have been discussed and alternate method was proposed. After implementation of proposed
technique using Machine Learning and Natural Language Processing concepts, we evaluate performance by TPR,FPR
and AUC. We try to show that our techniques are most efficient as compared to existing research in terms of accuracy
and performance by taking advanced features like geoposition and date of publication. In future work we concentrate on
availability of social networking sites datasets and we try to propose a new enhanced model to identify fake profiles on
social networks. We are planning to collect dataset using Facebook Graph search APIl.Important features to be
considered: Time, date of Publication or posts, language and geoposition. We are also working on other attributes like
typescript of user name, size, case and locality.
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