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ABSTRACT 

With the growing prevalence of cyber threats in the world, various security monitoring systems are being 

employed to protect the network and resources from the cyber attacks. The large network datasets that are 

generated in this process by security monitoring systems need an efficient design for integrating and processing 

them at a faster rate. In this research, a storage design scheme has been developed using HBase and Hadoop 

that can efficiently integrate, store, and retrieve security-related datasets. The design scheme is a value-based 

data integration approach, where data is integrated by columns instead of by rows. Since rowkeys are the most 

important aspect of HBase table design and performance, a rowkey design was chosen based on the most 

frequently accessed columns associated with use cases for the retrieval of the dataset statistics. Tests conducted 

on various schema design alternatives prove that the rate at which the datasets are stored and retrieved using 

the model designed as part of this research is higher than that of the standard method of storing data in HBase. 

Network datasets representing DDoS attacks have been used for integration in this research. Use case 

requirements have been identified, which are related to the characteristics of attacker IP addresses from the 

integrated datasets, to generate statistical data. This statistical data was used to run the Logistic Regression 

(LR) classification algorithm for classifying the network traffic data into attack-related and non-attack related 

traffic. The Fuzzy k-Means (FKM) algorithm was also used to create clusters of attackers and non-attacks to 

segregate the attack-related traffic from the network datasets. The results obtained from the two algorithms 

show that both LR and FKM algorithms can successfully classify the network traffic datasets into attackers and 

non-attackers. 

 

I. INTRODUCTION 

 

With the advent of big data technology, many industrial problems and challenges that are related to large 

volumes of data are now being addressed. Many industries and companies are able to analyze and process 

volumes of data which was once beyond their capability. While many domains have benefited through the use 

of big data technologies, cybersecurity is one field that is just beginning to explore the advantages of big data 

analytics. The ability to detect and stop cyber attacks can make or break an enterprise (Harper, 2013). By 

means of big data, organizations may be able to rigorously detect threats, create more defense mechanisms and 

improve security. 

Prior to the arrival of big data storage, most security systems have been dedicated to a single type of threat 

detection. SIEM (Security Information and Event Management) systems (Cardenas et al., 2013) do exist that are 
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capable of analyzing data from several log files, but such systems are limited to the amount of data they can 

handle. With systems such as Hadoop (Hadoop, 2005), cybersecurity data can now be stored in a dedicated 

repository which can not only accommodate more than three months of data but also combine and analyze real-

time data together with historical data. Big data analytics can be run on long-term patterns and detect advanced 

persistent threats (APTs) that become manifest over time. 

Big data analytics play an important role in detecting advanced threats and insider threats (Gartner, 2014). 

Monitoring systems can potentially minimize false alarms by providing smarter analytics. Data analytics can 

be used to assist systems in collecting internal data by merging with relevant external data to detect known 

patterns to stay ahead of malicious activities or intruders. Currently, 8% of major global companies (Gartner, 

2014) have adopted big data analytics for one or more use cases related to security and fraud detection. Gartner 

predicted that within a year, this will be increased to 25% with a positive return on investment within six 

months of implementation. Data analysis should be intelligent and timely as anything that is delayed will lose 

its value, especially in the field of cybersecurity. Given that hackers are well aware of security measures and 

other fraud detection measures that are employed by enterprises, they are able to directly attack without any 

reconnaissance phase. Hence, to be always a step ahead, enterprises can use big data analytics to improve 

monitoring systems and detection systems with contextual data and apply smarter analytics. Data correlation 

techniques can be used among the high-priority alerts and monitoring systems to detect patterns and get a 

bigger picture on the state of security. Also, enterprises can opt for fast tuning of their rules and models to test 

against data streaming close to real time. 

The Teradata report (Ponemon, 2013) states that the traditional methods that fall short in detecting and 

preventing threats can be enhanced with big data analytics. Many big data tools and techniques have emerged 

that can efficiently handle the volume and complexity of varied kinds of data, such as machine-generated and 

network-related data. Also, the results from the survey conducted by Teradata indicate, that the shortcomings of 

traditional solutions in detecting and preventing threats can be overcome by using big data analytics. Hence, big 

data systems are being part of a cyber defense strategy for every enterprise to meet the needs of complex and 

large-scale analytics. 

A concern with the cybersecurity monitoring process is that when multiple security monitoring systems are 

employed and each system generates numerous log files (such as security logs, network traffic logs), there is 

no well-established system that can identify the relationships among these log files and integrate them. These 

related log files could potentially be useful for identifying attack related patterns that help in early detection of 

APTs or any malicious attacks. The work in (Labrinidis, 2012) identifies the challenges in dealing with big 

data analysis, such as automating the whole process of locating, identifying and understanding the data. A 

suitable database design is required even when analyzing one single dataset. Similarly, mining requires data to 

be integrated, cleaned and efficiently accessible, which involves the use of effective mining algorithms and big 

data computing environments. Labrinidis (Labrinidis, 2012) also describes that significant research is required 

in order to 

achieve automated integration of data sets as well as a suitable database design, even for simpler analysis of a 

single data set. It is also essential that effective mining techniques are used to extract information from the large 

datasets. 
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1.1 Background on Cybersecurity and Big Data Computing 

Many big data systems are enabling the storage and analysis of large heterogeneous data sets at exceptional 

scale and speed (Big Data, 2013). These systems have the potential to provide significant advancements in 

security intelligence by reducing the time taken for data consolidation, contextualization of security event 

information, and correlation of historical data for forensic purposes. Initially, data is collected at a massive scale 

from many internal and external sources. Then, deeper analytics are performed on the data by providing a 

consolidated view of security-related information. Big data analytics can also be employed to analyze financial 

transactions, log files, and network traffic in identifying anomalies, suspicious activities and fraud detection. In 

this context, the more data that is collected, the greater value that can be derived from the data. However, there 

are several challenges such as privacy challenges, legal challenges and technical issues regarding data 

collection, storage and analysis that developers have to overcome for performing potential big data analytics. 

HP labs has investigated big data analytics for security challenges by introducing large-scale graph inference 

and analysis of a large collection of DNS events, which consists of requests and responses. Large-scale graph 

inference identifies malware-infected hosts in a network and maps them with the malicious domains accessed 

by those hosts (Big Data, 2013). This information is again validated using an existing black list and white list to 

identify the likelihood for the host and domain to be malicious. This experiment was conducted on billions of 

HTTP requests, DNS request data and NIDS (Network Intrusion Detection Systems) data sets collected 

worldwide and finding that high true positive rates and low false positive rates are achieved, which can be used 

to train anomaly detectors. Large collections of DNS events are used to identify botnets or any kind of 

malicious activity in the network by deriving domain names, time stamps, and DNS response time-to-live 

values. Classification techniques such as decision trees and support vector machines were then used to identify 

infected hosts and malicious domains. Although, the graph inferences used here are well suited for handling 

complex types of data, this approach can use a lot of space and the operations performed on these large amounts 

of data are possibly slow (Sherman, 2014). The research presented in this thesis has focused on integrating 

datasets through a unique design using HBase instead of using the traditional way of storing the datasets in 

HBase. This approach helps in faster retrieval of data, as anything that is delayed will lose its value, especially 

in the case of attack detection. 

Big data analytics has the ability to correlate data from a wide range of data sources across significant time 

periods. This helps in reducing false alarms and improving threat detection even when mixed with 

authorized user activities (Virvilis et al., 2013). Also, the analytics do not have to be performed in real-

time. An organization can always perform the analysis within an acceptable time and provide warnings to 

the security professionals about potential attacks. The work in (Virvilis et al., 2013) also describes the 

importance of offline analysis along with the real time data in threat detection. Although analyzing the 

offline data causes a delay in the attack detection, it is equally important to consider the time the attackers 

spend in reaching their objective. For instance, after gaining the initial access, attackers take significant 

time to explore the network, navigate across subnets and identify their desired location. These steps are 

performed as stealthily as possible to avoid any detection. Here, big data analytics plays a key role in 

identifying the correlation of events across large time scales and from multiple sources which are very 

crucial for detecting sophisticated attacks. To achieve these needs, big data analytics support dynamic 
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collection, consolidation and correlation of data from diversified data sources. Unlike SIEM systems, the 

use of big data technologies does not have any limitations to perform correlation in a given time window. 

In fact, it increases the scope and quantity of data over which correlation can be performed. These data 

correlations result in a lower rate of false positives and increase the probability of detecting the threats. 

 

1.2 HBase Schema Design Issues for Storing Datasets 

Open source projects like Hadoop and HBase are common platforms for big data solutions, where Hadoop is a 

cross-platform distributed file system that allows computationally independent systems to process enormous 

amounts of data (Big Data, 2012). HBase is an open-source, NoSQL, highly-reliable, efficient, row-oriented 

and expandable distributed database system. HBase utilizes Hadoop HDFS as its own storage system and runs 

Hadoop MapReduce to process huge datasets. It can easily store large amounts of unstructured data and is great 

for processing large datasets, as the Hadoop Distributed File System (HDFS) provides a reliable low-level 

storage support for HBase (Zhao et al., 2014). 

While HBase provides lot of features and many design choices to the user, the crucial feature for best 

performance lies in the schema design. In schema design or table design, the emphasis is particularly given on 

rowkey design as the lack of secondary indexes in HBase forces the use of the rowkey for column name sorting 

(George, 2012). Choosing sequential keys for sequential reads are the best but provide poor performance where 

writes are concerned. Similarly, random keys are good for performing writes, but provide poor performance in 

read operations. Based on the access pattern, sequential rowkeys, random rowkeys, or even the combination of 

both can be chosen. Choosing a good rowkey will improve the read and write performance. HBase provides 

many options to choose the rowkey, such as salting, hashing, randomization and key field swapping techniques, 

to prevent hot-spotting and other issues, with each of them having their own pros and cons (HBase, 2006). Hot 

spotting is a problem in which most of the clients’ requests are directed to a single node or a small set of nodes 

of a large cluster, keeping other nodes idle and wasting its resources. The problem of hot spotting can be 

eradicated by distributing the data to create a well load-balanced cluster that can be achieved by changing the 

rowkey design. It is possible that a particular rowkey design which provides best write performance might give 

the worst read performance and vice versa. Therefore, it is necessary to choose good rowkey design based on 

the requirements. 

 

II. CONCLUSION 

 

This research has explored DDoS attack datasets and developed a unique column-based design approach using 

Hadoop and HBase for efficiently integrating, storing, and retrieving the datasets. Use case requirements related 

to these datasets have been identified and the statistical data related to each unique IP address is obtained from 

the integrated datasets as per the use cases, which were used for running machine learning algorithms, such as 

the Logistic Regression (LR) classification algorithm and the Fuzzy k-Means (FKM) clustering algorithm. The 

LR algorithm accurately classified attackers and non-attackers from the datasets and the FKM algorithm 

successfully created clusters of attackers and non-attackers. 

Various attacks, worms, and viruses related to cybersecurity datasets have been explored and DDoS attack 

datasets were finalized after the initial research. Major schema design alternatives in HBase were tested to 

develop an efficient HBase rowkey design scheme for storing the integrated datasets. These datasets contained 
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purely attack related traffic. Hence, regular network traffic from a TTU desktop machine connected to the TTU 

network has been captured using Wireshark and merged with attack-related traffic. The statistical data obtained 

from the integrated datasets contain a mixture of attack and non-attack traffic, which was successfully classified 

and clustered by LR and FKM algorithms as attackers and non-attackers. 
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