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ABSTRACT 

CT scan, MRI and Ultrasound machine has already been developed and widely used in healthcare sector. These 

equipments utilize FPGA and other DSP kits which is still a costly solution. Another alternative is to use open 

source DSP kits. Beagle board is a low cost open source. Enhancement of medical images is very important in 

order to provide health monitoring. We have designed a cost effective solution for fast image enhancement in 

real-time using open source DSP kit. This paper is an approach towards healthcare sector in order to provide 

cost effective and optimum quality framework for rural health monitoring. In this paper several image 

enhancement algorithms are explored and implemented using Simulink with the computer vision system toolbox 

and other in-build tools in order to analyze their performance for development of devices used in healthcare 

industry. 

 

Keywords: FPGA (Field programmable gate array), DSP (Digital Signal Processing), contrast 

stretching, spatial domain, simulink, Matlab, Beagle board. 

 

I.  INTRODUCTION 

Various healthcare equipments are designed on the basis of image processing algorithms and DSP kits. There 

are various applications such as microscopy, digital photography, computer vision, whether meteorology etc 

which require enhancement of images. The implementation of these image enhancement algorithms on various 

DSP kits has undergone a rapid evolution over past decades [12]. Beagle board is an open source hardware 

which can be utilized for constructing medical devices in order to meet cost effective constraints [36]. Image 

enhancement is performed to accentuate the features of image. Algorithms of Image enhancement are 

application dependent. The enhancement operation is performed to improve the quality of image which includes 

various techniques. Simulink has built-in support for implementation of images on beagle board [32]. 

Implementation of image processing algorithms on beagle board is beneficial in order to reduce construction 

cost of medical equipments [7]. 
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II.  ALGORITHMS FOR IMAGE ENHANCEMENT: AN OUTLOOK 

Algorithms for image enhancement are required to enhance or improve features of an image to get desired 

results for a specific application. The aim of image enhancement algorithms is to obtain suitable results for a 

desired application. To accomplish the task of enhancement certain operations are performed for example if an 

image consist of noise like salt and pepper noise then the image can be enhanced by performing the operation of 

noise reduction and if we have a very dark image then its intensity is increased by contrast stretching. Edges of 

an image can also be highlighted and at the end we get an enhanced image. Algorithms for image enhancement 

are used to enhance or improve features of an image to get desired results for a specific application. These 

algorithms are problem oriented for example best algorithm for medical imaging [18] may not be suitable for 

whether meteorology. So the task of selecting the algorithms for enhancement of image varies with desired 

application. Classification of image enhancement algorithms is depicted in figure 1. 

 

     

    

 

 

 

 

 

Fig. 1 Classification of image enhancement algorithm 

 

The algorithms of image processing mainly divided into two domains –spatial domain and frequency domain as 

depicted in table 1. 

 

Table 1: spatial verses frequency domain algorithms 

 

The spatial domain algorithm enhance the images  directly by transforming the image and there is no 

preprocessing required for this purpose while the Frequency domain algorithms require some operations by 

using Discrete Fourier Transform(DFT) on the coefficients of image. These operations require use of various 

filters like low pass   and high pass filters [37].     

 

S. No. Spatial Domain Algorithm Frequency  Domain Algorithm 

1 It works directly on image plane It modify the coefficients of image 

2 DFT has no use in spatial domain DFT is used for enhancement in frequency 

domain 

3 Image pixels are directly manipulated to 

obtain enhanced image 

In this manipulation is done by taking inverse 

Fourier Transform(IFT) to obtain enhanced image 

Image Enhancement Algorithms 

 

Spatial Domain Algorithms 

 

Frequency Domain Algorithms 

 

Point Processing algorithms 

 

Mask Processing algorithms Histogram based algorithms 
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2.1 Spatial Domain Algorithm 

The spatial domain algorithms perform the task of enhancement by transforming the pixels from original  

image to the enhanced image. For the purpose of enhancement a transformation function is used. 

(i)For one dimensional image the transformation function is defined as follows: 

  g(x)=T[f(x)] 

 Where T is the transform operator, g is Processed image at a point x and f is original image at point x.  

(ii)For two dimensional images the transformation image is given as follows: 

 g(x,y)=T[f(x,y)] 

Where g is a processed image at a location (x,y). Hence T works on f at a location (x,y) by considering 

neighborhood to determine processed pixels value in g . The spatial domain algorithms are further divided into 

following categories: 

 

2.1.1 Point processing algorithm 

In point processing algorithm the operator T operates on x,y by considering the neighborhood size of 1x1.In 

point processing T determines the intensity and corresponding location for processed image g by considering the 

pixel at single location and there is no need for consideration of neighborhood value for processed image[8]. 

The transformation operator for point processing is given as follows: 

s=T(r) 

Where T operator operates on original image r to give processed image s for corresponding location. These s 

and r are independent to each other at different locations. If a graph is plotted between processed image s and 

original image r and the slope of image gives the transformation operator T as shown in figure 2. 

 

Fig. 2 Transformation function for point processing [35] 
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The point processing algorithms mainly focus on enhancement of intensity of a particular region. It does not 

consider the overall appearance to be highlighted and only enhance values within a given range .There are 

various types of point processing algorithms for image enhancement as shown in figure 3. 

 

 

 

 

 

 

 

      

                                     Fig. 3 Classification of point processing algorithm [39] 

 

The point processing algorithms are classified on the basis of required application. For example the power law 

transformation algorithms are useful for the applications which require in display of image, image acquisition 

devices and image printing devices because these devices themselves transform the images using the power law 

transformation to obtain enhanced image whereas grey level slicing is useful to enhance the value of desired 

grey levels by enhancing all the intensity values within a range and the outside intensity value either remains 

unchanged or suppressed [38]. In negative transformation algorithms, input image is inverted and this scheme is 

efficient for those images in which all information is stored in grey and white pixels which are embedded in 

huge region of dark pixels. Hence in order to obtain that information the image is inverted .To enhance the dark 

images, the algorithm used is contrast stretching. The dynamic range compression algorithms are useful for 

those images which have to be displayed on display devices but due to their large dynamic range these images 

are failed to be displayed. Hence their dynamic range is compressed so that the display devices can handle that 

kind of images. It is also known as logarithmic transformation algorithm. 

 

2.1.2 Mask processing algorithm 

In mask operation algorithm the operator T operates on x, y by considering the neighborhood size of 3x3. In 

point processing T determines the intensity and corresponding location for processed image g by considering the 

neighborhood around a pixel (x, y). For mask operations the intensity value of pixel around a point or in 

neighborhood is required. All the neighborhood pixels contribute in calculating the intensity of processed image. 

There are some values shown inside the mask known as coefficients. The value of these coefficients helps in 

deciding the kind of image enhancement operation such as averaging or sharpening. These mask coefficients are 

shown in figure 4. 
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transformation 
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Fig. 4 Mask coefficients of 3x3 mask 

Mask processing operations are classified on the basis of type of filters used such as spatial filters, median filters 

and sharpening filters. Apart from these, masking algorithms also classified as unsharp masking and high boost 

filter processing. There are different types of filters used for mask processing operations such as linear 

smoothing, median and sharpening filter. 

 

 (i) Linear Smoothing Filter Processing Algorithm 

Linear smoothing filters use a spatial low pass filter. In this a box filter is used which enhance the image by 

reducing noise but at the  size of masking used is increases then the noise is reduced at the cost of increasing 

blurredness in the image. For example a processed image having masking 7x7 is more blurred as compare to the 

image having masking 5x5. 

 

(ii)Median Filter processing Algorithm 

It is a type of nonlinear filter which works on the bases of statistical ordering. The response is based on the order 

of the values of neighborhood. In this a specific value is set then the half of values is set to less than the zero and 

half values are set to greater than zero. 

 

(iii) Sharpening Filter Processing Algorithm 

These filters maintain sharpness of an image and also enhance the contents of image by using laplacian 

operators. Sharpening filters should contain the differential operator. The sharpening filter is classified into two 

categories- First order derivative filter and second order derivative filter. First order derivative filters basically 

produce thicker edges for a processed image. Second order derivative filters are more suitable for enhancement 

of algorithms as compare to the first order derivative sharpening filters in terms of stronger response for thin 

lines and isolated points for an image.  

 

2.1.3 Histogram based algorithm 

Histogram based algorithms are used to provide global description for appearance of an image to get desired 

processed image. It does not deal with content of image and deals only with the global description of image. 

Histogram based algorithms enhance the contrast of image by modifying the histogram. Histogram of dark 

image consists most of the pixels having intensity value near to minimum while the histogram of bright image 

shows most of the pixels near to the maximum. The histogram of low contrast image consist pixels in between 
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dark and bright image whereas for high contrast image the intensity vary from low to high which is ideal for 

visualization. There are two types of algorithms for histogram processing as shown in figure 5. 

 

 

 

 

 

 

Fig. 5 Classification of histogram based algorithm 

(i) Histogram Equalization 

In histogram equalization, the histogram is used in such a way that a histogram of processed image contains a 

uniform probability density function (PDF). But in practical consideration the histogram does not contain 

uniform PDF. This technique has a drawback of single processed image generation. 

(ii)  Histogram Specification 

In histogram specification, the histogram is modified to enhance the image. This algorithm is also known as 

histogram modification or histogram matching algorithm. It consist a target histogram and the input image has 

to be processed in such a way that the histogram of processed image comes out to be same as target histogram.  

2.2 Frequency Domain Transformation Algorithm 

In frequency domain transformation algorithms Fourier transformation is applied on input image f at point (x, 

y). The Fourier transform (FT) modify the coefficients of image. The modified coefficients then go through the 

operation of filtering. For this purpose generally Gaussian filter is used as it gives a desired shape. Also the 

Fourier transforms (FT) and inverse Fourier transform (IFT) are also the Gaussian function. Then the inverse 

Fourier transform (IFT) is applied on modified coefficient to obtain enhanced image. 

 

III. Implementation using Matlab/Simulink 

Simulink provides a built in support for implementing image enhancement algorithms using beagle board [23]. 

Image enhancement algorithms can be designed using various methods [40]. Image enhancement using 

histogram equalization on beagle board is depicted in figure 6. 

 

Fig. 6 Simulink model for image enhancement using histogram equalization 

Histogram Based Algorithms 
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Fig. 7 Input image                                               Fig. 8 Output image 

Image enhancement can also be achieved using adder block which enhance quality of image as depicted in 

figure 9. 

 

Fig. 9 Simulink model for image enhancement using adder block 

 

              

                       Fig. 10 Input image                                          Fig. 11 Output image 

 

There are various types of filters used in order to improve quality of images. Image enhancement using median 

filter is depicted in figure 12. 
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Fig. 12 Simulink model for image enhancement using median filter 

              

                  Fig. 13 Input image                                                  Fig. 14 Output image 

 

Images can also be enhanced by adjusting its contrast. Image enhancement using contrast adjustment is depicted 

in figure 15. 

 

 

Fig. 15 Simulink model for image enhancement using contrast adjustment     
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                       Fig. 16 Input image                                                  Fig. 17 Output image 

 

Image enhancement algorithms can be analyzed by visualizing the images as well as by calculating image 

statics. Hence in order to check quality of images, statistical analysis is done as depicted in table 2. 

 

 

Table2. Statistical analysis of image enhancement algorithms 

 

 

The quality of image is analyzed by visualizing the images as well as by calculating its statistical parameters 

[11]. The Mean gives average value of each column or row and median gives median value along each column 

or row. The standard deviation and variance can also be calculated along an entire column or row. Quality of 

image can be checked by analyzing psnr (peak signal to noise ratio) as depicted in figure 10. 

. 

Sr. no. Image enhancement 

algorithm 

Mean Median Standard 

Deviation 

Variance PSNR 

1 Histogram Equalization 0.501 0.5098 0.2919 0.085 12.73 

2 Image enhancement using 

adder block 

0.324 0.2431 0.2076 0.0431 29.54 

3 Median Filter 0.303 0.2196 0.2053 0.04216 32.64 

4 Contrast Adjustment 0.304 0.2235 0.2059 0.0431 42.42 
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                              Fig. 10 PSNR analysis of image enhancement algorithms 

More psnr indicates more improvement in image quality. Contrast adjustment algorithms on raspberry pi gives 

best image quality as it has highest psnr.  

 

IV. CONCLUSION 

In summary, we have explored various image enhancement algorithms for healthcare sector and implement 

these algorithms on open source hardware i.e. beagle board. Contrast adjustment algorithm gives better quality 

image due to its high PSNR value. Hence we have concluded that contrast adjustment algorithm using beagle 

board provide optimum quality along with cost effective constraints which is very beneficial for monitoring 

health of rural and economically backward people. 
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