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ABSTRACT 
 
Due to the factors like processing power limitations, channel capabilities and storage capability limitation, images are 

often down sampled and transmitted at low bit rates, thus resulting in a low resolution compressed image. Restoration of 

such images is the difficult task in Image Processing. High resolution images can be reconstructed from several blurred and 

down sampled low resolution image using a computational process known as super resolution reconstruction. Super 

resolution is the process of combining multiple aliased low quality images to produce a high resolution, high quality image. 

This paper presents the Design and implementation of Super Resolution algorithm using sparse representation and FFT 

based Image Registration. Research on image statistics suggests that the image patches can be well represented 

as a sparse linear combination of elements from an appropriately chosen over-complete dictionary. Inspired by 

this observation, sparse representation for each patch of the low-resolution input, and then use these 

coefficients for the representation to generate the high-resolution image. 

 

Key Words: Image Registration, Image Super Resolution, Sparse Representation, Image 

Restoration. 

 

I INTRODUCTION  

  

Image Super-Resolution is the most widely and expensive area of research and can take decade to solve the 

problem of limited resolution by image acquisition devices and also dependent on sensor. But, high- resolution 

sensor is very expensive. Super-Resolution  image reconstruction is currently a very active area of research, as 

it overcomes some of the inherent resolution limitations of low-cost imaging sensors allowing better utilization 

of the growing capability of high-resolution displays. Super-resolution  image reconstruction is the process of 

recovering a high-resolution image from a single or a set of LR images. Such resolution- enhancing technology 

may also prove to be essential in medical imaging and satellite imaging where diagnosis or analysis from low-

quality images can be extremely difficult. The essential difference between single-frame and multi-frame SR 

image reconstruction is that new high frequency information can also be recovered from different frames. 

Though multi-frame SR image reconstruction is theoretically more promising than single frame SR image 

reconstruction, it suffers many difficulties in real applications, such as sub-pixel image registration and the 

increase of computational complexity as the frame number  increases. Super-resolution can be used in many 

applications likes Medical imaging, Satellite imaging, Remote imaging, Video surveillance, Enlarging 

consumer photograph for higher quality. In the Super-resolution techniques, that classifies into two major parts: 
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Frequency domain approach, and Spatial domain approach. Frequency domain approach, which can perform 

Fourier transform of an image. These methods are simple and computationally cheap, they are extremely 

sensitive to model error, limiting their use and Spatial domain approach, which can perform directly on pixel 

and it is also more popular method. These methods are computationally expensive.  

Image resolution can be improved when the relative displacements in image sequence are known accurately.  

Since the setup for high resolution imaging proves expensive and also it may not always be feasible due to the 

inherent limitations of the sensor, optics manufacturing technology. High resolution images are not always 

available. Need to increase the current resolution by two ways, either reducing the pixel size or by increasing 

the chip size. However it has some limitations which can generate noise and degrade the image quality. These 

problems can be overcome through the use of image processing algorithms, which are relatively inexpensive, 

giving rise to concept of super-resolution. It provides an advantage as it may cost less and the existing low 

resolution imaging systems can still be utilized. Super-resolution is the process of combining a sequence of low 

resolution images in order to produce a higher resolution image or sequence. It is not an easy task as one low 

resolution image might relate to different high resolution images. Hence, they need to impose some constraints 

on the original images to make sure that the image super resolution is well tractable. Primarily, these rules 

make use of the correlations within the image or across different images. 

 

II. EXISTING SYSTEM 
 

In the existing system  a High resolution image is created from landmark images by implementing global 

registration and SIFT. A Bi-cubic interpolation algorithm is used to interpolate the input image. With the help 

of Scale invariant feature transform method, SIFT feature points are identified on the image. Identification of 

SIFT feature point of all the images in the test database using the same method happens in parallel. A threshold 

value is set for the number of matching feature points and all the images which are having matches beyond this 

threshold are identified. These images and the input image could differ in terms of its color, focal length, 

texture, orientation etc. All these images will be aligned to the input image using global registration in the next 

step. Correlation of the above images is used to create a high resolution image during the final phase. The 

existing system recovers high frequency details from a training set consisting of high resolution/low resolution 

pairs. The up-sampled image of the input image is split into overlapping sections and each of these sections is 

searched against the training set to retrieve matching parts. The high resolution section from the retrieved image 

patch will be then added to the input image to create the HR image. But the matched patch should be similar to 

the input patch and the retrieved HR patch should create consistency while adding to the original input image. 

In order to comprehend reasonable details in image regions, high-level image analysis is integrated with low 

level image synthesis. The input LR image is considered as small textures and each of these textures is matched 

against relevant textures within the database. The results of this method demonstrate the potential of finding 

matched sections in a similar object set.  

The existing system uses a method called Global Registration to align the different matching  images which are 

retrieved from the image database. This method has substantial limitation when it comes to complex images 
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such as recognition of face and animals. Also, the images containing rich textural regions without dominant 

structures, such as grass and leaves, which are hard to register using the SIFT descriptors; this method of 

registration is not accurate. Also, in this existing system, exemplar based image SR is used to build high 

resolution images from the registered images. Though, this method creates a better image in terms of resolution 

compared to the input image, the noise percentage is still high. Also, this method may not always provide a 

better structure similarity between the input and the output images. So, our aim is to find a better method to 

overcome the above limitations. This could be achieved by employing FFT based image registration and a 

better SR algorithm to produce high resolution image. 

 

III.PROPOSED SYSTEM 

This proposed system employs FFT based image registration and a better SR algorithm to produce high 

resolution. First creating the database then the low resolution image is subjected to interpolation, feature 

extraction of interpolated image and input image are done. Then matching of interpolated image and reference 

image takes place. FFT based Image registration will be implemented to get high  resolution image. There are 

six modules in the proposed system.  

The modules are as follows: 

1. Create database 

2. Bicubic Interpolation 

3. Feature Extraction 

4. Matching 

5. Image Registration 

6. Super Resolution 

The system design is as shown in the below figure 

 

 
 

Fig 1: Proposed System block diagram 
 

3.1 Create database 
 

Create database is the first module used in the proposed system. While searching for textual data on the World 

Wide Web and in other databases has become common practice, search engines for pictorial data are still rare. 

This comes as no surprise, since it is a much more difficult task to index, categorize and analyze images 
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automatically, compared with similar operations on text. An easy way to make a searchable image database is 

to label each image with a text description, and to perform the actual search on those text labels. However, a 

huge amount of work is required in manually labeling every picture, and the system would not be able to deal 

with any new pictures not labeled before. Furthermore, it is difficult to give complete descriptions for most 

pictures. We need to make a good collection of images for this.  

 

3.2 Interpolation 

The process of interpolation is one of the fundamental operations in image processing.  Interpolation is the 

process of transferring image from one resolution to another without losing image quality. In Image processing 

field, image interpolation is very important function for doing zooming, enhancement of image, resizing any 

many more. The image quality  highly depends on the type of  interpolation technique used. The interpolation 

techniques are divided into two categories, deterministic and statistical interpolation techniques. The difference 

is that deterministic interpolation techniques assume a certain variability between the sample points, such as 

linearity in case of linear interpolation. Statistical interpolation methods approximate the signal by minimizing 

the estimation error. This approximation process may result in original sample values not being replicated. 

Among many interpolation techniques Bicubic Interpolation technique is used in this project. 

Bicubic Interpolation  

When using the bi-cubic interpolation zoomed image intensity(x,y) is defined as interpolated point is filled with 

sixteen closest pixel‟s weighted average of the original image.  Let the zooming factor is „s‟, and the mapped 

pixel point in the orginal image is given by „r‟ and „c‟. Then the neighbor-hood matrix can be defined as 
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Using the bi-cubic algorithm 
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The coefficients aij can be find using the La-grange equation. 
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3.3 Feature extraction 

A method for extracting distinctive invariant features from images that can be used to perform reliable 

matching between different views of an object or scene. The features are invariant to image scale and rotation, 

and are shown to provide robust matching across a a substantial range of affine distortion, change in 3D 

viewpoint, addition of noise, and change in illumination. The features are highly distinctive, in the sense that a 

single feature can be correctly matched with high probability against a large database of features from many 

images. The features are invariant to image scaling and rotation, and partially invariant to change in 
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illumination and 3D camera viewpoint. Scale-invariant feature transform (or SIFT) is an algorithm used to 

identify and depict local features in images. The SIFT algorithm takes an image as input and transforms the 

image into a compilation of local feature vectors. Each of these vector attributes is believed to be distinguishing 

and invariant to any scaling, translation or rotation of the image. In the implementation, these features are used 

to find distinguished objects in different images and the transform can be extended to match objects in images. 

Following are the major stages of SIFT computation used to generate the set of image features: 

 

 

 

 

 

 

           Fig 2 :Stages of SIFT algorithm 

a) Scale-space extrema detection: The first stage of computation searches over all scales and image 

locations. It is implemented efficiently by using a difference-of-Gaussian function to identify potential interest 

points that are invariant to scale and orientation. In order to detect the local maxima and minima  each sample 

point is compared to its eight neighbors in the current image and nine neighbors in the scale. It is selected only 

if it is larger than all of these neighbors or smaller than all of them. The cost of this check is reasonably low due 

to the fact that most sample points will be eliminated following the first few checks. 

 

b) Keypoint localization: Keypoints are selected based on measures of their stability. Once a keypoint candidate 

has been found by comparing a pixel to its neighbors, the next step is to perform a detailed fit to the nearby data 

for location, scale, and ratio of principal curvatures. This information allows points to be rejected that have low 

contrast (and are therefore sensitive to noise) or are poorly localized along an edge. 

 

c) Orientation assignment: One or more orientations are assigned to each keypoint  location based on local 

image gradient directions. All future operations are performed on image data that has been transformed relative 

to the assigned orientation, scale, and location for each feature, thereby providing invariance to these 

transformations. By assigning a consistent orientation to each keypoint based on local image properties, the 

keypoint descriptor can be represented relative to this orientation and therefore achieve invariance to image 

rotation. This approach contrasts with the orientation invariant descriptors of Schmid andMohr, in which each 

image property is based on a rotationally invariant measure.  

 

d) Keypoint descriptor: The local image gradients are measured at the selected scale in the region around each 

keypoint. These are transformed into a representation that allows for significant levels of local shape distortion 

and change in illumination. The previous operations have assigned an image location, scale, and orientation to 

Scale-space extrema detection 

Keypoint descriptor 

Orientation assignment 

Keypoint localization 
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each keypoint. These parameters impose a repeatable local 2D coordinate system in which to describe the local 

image region, and therefore provide invariance to these parameters. 

 

3.4 Matching 

This method uses an adaptively retrieved HR image collection from a large-scale database created by crawling 

images from the Internet. Bundled SIFT descriptors are used for image retrieval in our method, which are more 

distinguished than a single descriptor in a large scale partial-duplicate web image search. In the bundled 

recovery, the SIFT descriptors are classified according to spatial correlations between them. One image region 

coupled with a large-scale descriptor normally contains a few small-scale descriptors. These descriptors are 

bundled as one set to serve as a primary unit in feature matching. To step up the search process, the BoW (Bag-

of-Words) is used in which the SIFT descriptors are accumulated into visual words. The bundled sets of one 

image are then saved as one inverted-file index, as demonstrated in Fig. 4. Each visual word has an entry in the 

index which consists of the list of images in which the visual word is presnt. It also has the number of members 

in the set centered on this visual word, which is followed by the members of visual words and sector index. The 

number of member visual words in a set is restricted to 128 and the count of indices is set at 4. Then each of 

these bundled set is matched against the bundled sets saved in the inverted-file index. The matching is scored 

by the amount of matching visual words and the geometric relationship. Then this score is mapped to the image 

associated with the matched group. Once all the bundled sets in the query image are matched, the correlation 

among a candidate image and  the query image is calculated by the sum of  the scores of matched bundle 

groups among them. A higher total score suggests a better correlation. Images with many highest total scores 

are preferred as correlated images for the query image. The visual group based retrieval normally performs 

better than the Bow method in terms of the mean average precision (mAP) owing to the usage of spatial 

correlations between descriptors.  

 

3.5 Image registration 

Image registration is the process of converting different group of data into one coordinate system. Data may be 

different photographs, data from various times, depths, sensors or viewpoints. It is applied in computer vision, 

biological imaging, medical imaging, brain mapping, military automatic target recognition, and assembling and 

analyzing images and information from space satellites. Registration is essential in order to be able to evaluate 

or integrate the information received from these different sources. Frequency-domain approaches find the 

conversion parameters for registration of images while participating in the transform domain. Such approaches 

work for simple conversions, such as rotation, translation, and scaling. Applying the phase correlation 

methodology to a pair of images creates a third image that contains a single peak. The position of this peak 

corresponds to the relative translation between the various images. Unlike most spatial-domain algorithms, 

phase correlation methodology is resilient to occlusions, noise, and other  defects which are common in medical 

or satellite images. Furthermore, the phase correlation makes use of the fast Fourier transform to calculate the 

cross correlation among the two images, usually resulting in large performance advantages. The methodology 

can be extended to measure rotation and scaling differences among two images by first transforming the images 
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to log-polar coordinates. Owing to the properties of the Fourier transform, the scaling and rotation parameters 

can be measured in a manner invariant to transformation. 

 

Algorithm for FFT based image registration 

1. Provide one reference image and three matched images 

2. Use image registration via correlation 

3. Compute error for no pixel shift 

4. Compute cross correlation by an IFFT and locate the peak 

5. Up-sample by a factor of 2 to obtain initial estimate 

6. Embed Fourier data in a 2x larger array 

7. Compute cross correlation and locate the peak 

8. Obtain shift in original pixel grid from the position of the cross correlation peak 

9. If up sampling > 2, then refine estimate with matrix multiply DFT 

10. Locate maximum and map back to original pixel grid 

11. Compute registered version of first image. 

12. Continue the above steps for the other two images 

 

3.6 Super Resolution 

Analysis on image statistics suggests that we can represent image patches as a sparse linear amalgamation of 

elements from an aptly chosen over-complete dictionary. Encouraged by this observation,  a sparse 

representation for each patch of the low-resolution input image, and then use the coefficients of this 

representation to create the high-resolution output image. Hypothetical results from compressed sensing 

recommend that under mild conditions, the distributed representation can be correctly retrieved from the down 

sampled signals. By conjointly training two dictionaries for the low- and high-resolution image sections, we can 

implement the similarity of distributed representations between the low-resolution and high-resolution image 

section pair corresponding to their own dictionaries. Hence, the distributed representation of a low-resolution 

image section can be applied with the high-resolution image patch dictionary to create a high-resolution image 

patch. The learned dictionary pair is a more perfect representation of the patch pairs, in comparison with the 

previous approaches, which plainly sample a large number of image patch pairs, reducing the computational 

cost to a great extent. The usefulness of such sparsity prior is demonstrated for both universal image super-

resolution (SR) and the particular case of face hallucination. In both these cases, our algorithm creates high-

resolution images that are viable or even better in quality to images formed by further similar SR methods. 

Furthermore, the local sparse modeling of our method is generally robust to noise, and hence the proposed 

algorithm can handle SR with noisy inputs in a more combined framework. 
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IV.RESULT 

 

                
Fig 3: Input low resolution Image                            Fig 4: Bicubic interpolated image 
 

 

                 
Fig 5: Feature extraction using SIFT                               Fig 6: Matched image 
 

 

                     
Fig 7: Registered Image                                                     Fig 8: Output Image 
 

 

 

V. APPLICATIONS 

 
A. The need for high resolution is common in computer vision applications for better performance in pattern 

recognition and analysis of images.  

B. High resolution is of importance in medical imaging for diagnosis. Many medical types of equipment as the 

Computer Aided Tomography (CAT), the Magnetic Resonance Images (MRI), or the Echography or 
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Mammography images allow the acquisition of several images, which can be combined in order to obtain a 

higher-resolution image. 

C. Many applications require zooming of a specific area of interest in the image wherein high resolution 

becomes essential, e.g. surveillance, forensic and satellite imaging applications. 

D. In Astronomical imaging where it is possible to obtain different looks of the same scene. 

 

VI. RESULT ANALYSIS 

Parameters Input Image SR Image 

Dimensions  

Width 

height 

600 X 400 

600 pixels 

400 pixels 

3598 X 2598 

3598 pixels 

2598 pixels 

Image size 400 

1800 

2398 

10794 

 

VII. CONCLUSION 

Creation of image database, implementation of Interpolation technique, feature extraction is by using Scale 

Invariant Feature Transform algorithm, matching, Image registration and Super Resolution algorithm are 

implemented.  
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