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ABSTRACT

In this research Paper | am focusing on The Online clustering has emerged as a new field for
research. The limitations of the k-means algorithm of handling a fixed amount of known data is solved
through the online settings of the algorithm which effectively clusters the arriving data sequence of
unknown nature and size. The online clustering has wide applicability in clustering of real data. In
recent years, the management and processing of so-called data streams has become a topic of active
research in several fields of computer science such as, e.g., distributed systems, database systems,
and data mining. A data stream can roughly be thought of as a transient, continuously increasing
sequence of time-stamped data. In this paper, we consider the problem of clustering parallel streams
of real-valued data, that is to say, continuously evolving time series. In other words, we are interested
in grouping data streams the evolution over time of which is similar in a specific sense. This paper
discusses the subject and deduces the open problems for research in the field. A brief survey of recent
proposals in this direction aiming at solving the discussed problems is presented in the later part of

the paper.
Keywords: Clustering, Data Mining, Data streams, fuzzy sets
I. INTRODUCTION

The study of unsupervised learning is motivated by the raw data produced from various data sources but not yet
labeled for any classification task. Clustering, an unsupervised machine learning approach, aims to group or
cluster similar data together. Need for clustering arises because in today’s era where the data is continuously
increasing, analyzing it later for purposes like storing, updation, searching and sorting becomes all the more
difficult.

The k-means clustering algorithm [1] is one of the most widely used clustering algorithms, mostly because its
robustness and simplicity to effectively cluster the given data. Its ease of implementation makes it the first
choice of a data analyst who has to cluster randomly put data into meaningful clusters. The applicability of the
k-means algorithm can be seen in almost every field of science and engineering like forecasting, market
analysis, image segmentation, image processing, real-time decision making and many more. The algorithm

begins taking as input n data points to return as output k clusters. The first step of the algorithm involves
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initialization of k cluster centres followed by assigning the (n-k) data points to the k clusters based on the
shortest Euclidean distance between them. The algorithm continues till the desired k-clusters are formed or no
more data remains to be clustered.

However, the algorithm is bounded by a number of limitations, the major of them being the need of the
algorithm to know in prior the set of data points to be clustered and the value of “k” and the random
initialization of initial centroids. Despite of all the settings, the algorithm still fails to obtain good performance
results in terms of theoretical guarantees. An extension of the algorithm, k-means++ by Arthur and
Vassilvitskii[2], as an improvement to the initialization problem of the algorithm, is worth mentioning because
of its O(log(k)) approximation.

The description of the algorithm presented above corresponds to the offline setting of the algorithm. The input
to the algorithm in this case is fixed, known and the output comes in a single pass of the algorithm. But in cases
where the data comes in streams like forecasting, stock prices or the data is too big to be accessed sequentially,
the online setting of the algorithm is the best option. The data points arriving as input to the online k-means
clustering algorithm one by one can be assigned to any one of the k-clusters or can a form a new single cluster.

The online clustering model is shown in Fig. 1.
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Fig. 1 The online data clustering model

The online setting should however not be confused with the streaming model of the algorithm because of the
sequential nature of the data. The online k-means clustering algorithm has a fixed memory and is able to handle
an endless stream of data points where each point is visited by the algorithm only once unlike the streaming k-
means algorithm where the memory is proportional to the fixed known length of the data stream and the data
points can be visited more than once by the algorithm. Testing of the algorithm is done only at the end in the
streaming model and at each time step in the online model. Both the algorithms can be converted to each other
through processes like divide-and-conquer and random sampling.

This paper deals with exploring the online setting of the k-means algorithm. It is a hot topic of research due to
the inability of the traditional and the streaming clustering algorithms to handle arbitrary amount of data that can
be consumed in one pass which results in postponing of the clustering decisions. The online model too is
subjected to a variety of constraints which is the focus of the recent proposals in this direction. A brief survey

discussing the very recent papers is provided in the paper.
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Il. ABOUT ONLINE CLUSTERING

Online Clustering is a vast field with many open research problems. An online variant of the k-means clustering
should focus on eradicating the shortcomings of the original algorithm, should be scalable and allow soft
movement of data streams from one cluster to another. The online algorithm should support the objective
function of the k-means clustering algorithm and identify “bad” sequences that hamper the growth of the
algorithm. Data arriving as input can also not be only stationery and therefore methodologies should be
proposed for handling variety of data of the arriving streams.
Based on the discussion above, the various fields of research/ open problems in handling online data streams are
listed as

e  Approximation of the k-means objective using online learning

e Scalable Clustering of parallel real-valued data streams

e Fuzzy variant of the k-means online clustering algorithm

e Working on limitations of the traditional k-means clustering before jumping to its online versions

o ldentifying “bad” sequences

o Applicability of online clustering in various fields

e Handling non-stationery data

e Integration with stream clustering or conversion of both the algorithms into each other
The coming section discusses some of the noteworthy research works proposed recently focus of which is one of
the above mentioned open problems.

111. WORKING MODULE OF ONLINE CLUSTERING

Beringer and Hullermeier [3] proposed an online algorithm for clustering incoming parallel data streams where
each stream consists of real valued data. The incoming data has to be analyzed along with taking into account,
that a delay not more than a specific time is encountered in the process. The proposed online variant of the k-
means algorithm is scalable as a result of the online transformation done to the original data. The online
transformation is a preprocessing step that calculates the distance between data streams using approximations
from original data thereby making the algorithm feasible to be used in a real world environment for clustering of
thousand data streams. The authors also proposed a fuzzy variant of the online k-means algorithm to allow
shifting of data stream from one cluster to the other smoothly.
Barbakh and Fyfe [4] address the limitations of the traditional k-means algorithm of converging to a local
optima and its sensitivity to the initial centroids. The reason they point out is the performance function of the
algorithm for which they propose an improvement in the algorithm. The proposed improvement makes the
algorithm able to effectively work even in the worst case scenario when all the points are initialized in the same
positions. Their idea is based on the knowledge of a data point about the locations of all the remaining data
points and its relative positions from the others before it changes its location. This can effectively improve the
performance of the algorithm as no clusters will be left free or overcrowded at the convergence of the algorithm.
The authors develop a family of new algorithms using the proposed improvement in both online and offline
settings. Work in the direction of visualization and topology-preserving mappings is also proposed.
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Figure. 2 The Online Clustering Model

Choromanska and Monteleoni [5] worked on online clustering using experts. The aim of the proposal is to
compute approximation guarantees of the online clustering algorithm in terms of the k-means objective function.
In cases where it needs to be checked which of the batch clustering algorithms are effective for working in
online setting, the proposal helps determine the needed effectiveness. The batch clustering algorithms of [6] and
[7] are taken as experts and their approximations are calculated based on the computation of approximation to
the current value of the k-means objective through each expert. The guarantee is in terms of cost of the entire
data stream as the k-means objective desires, even though the setting of the algorithm is now online. The
inspiration behind the proposal is the work of Dasgupta based on regret analyses [8]. Another work on regret
analyses is done by Gentile et al [9] for content recommendation using clustering of exploration-exploitation
strategies.

Khaleghi et al’s work [10] in the direction of online time-series clustering is motivated by the fact that the data
arriving in sequences, either new or merged with the older ones, come from various distributions and proper
distinction of the source of the sequence, if not done by the clustering algorithm, can hamper the performance of
the algorithm. Inability of the algorithm to distinguish can be a result of the “bad” sequences with not enough
information regarding their generating distributions. In any way, not detecting “bad” sequences can affect the
clustering algorithm even if the remaining sequences have proper information or are “good”. For the same, a
non-parametric asymptotically consistent online clustering algorithm has been proposed that works well for
sequences arriving from stationary or ergodic. The algorithm is robust to “bad” sequences with zero error rates
and is applicable to real data.

Angie King [11] proposed clustering non-stationery data in online settings. The author notes down the

differences non-stationery data clustering makes and how the cost objective function of the k-means algorithm is
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not effective for the problem. An online non-stationery data clustering algorithm is proposed in the paper with
proved performance and practical guarantees. Liberty et al [12] proposed working in an integrated environment

of online clustering model and stream clustering model.
IV. CONCLUSION

The paper provides a brief survey on the recent trends in the field of online clustering. An introduction to the
subject pointing out the various open areas of research in the field has been provided in the paper. The survey
lists some of the noteworthy research works aiming to further expand and improve the online k-means clustering
algorithm.
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