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ABSTRACT  

Text Mining is the technique that helps users find useful information from a large amount of text documents on 

the web or database. Most of the existing text mining methods have adopted term-based approaches. This 

approaches are suffered from the problems of polysemy and synonymy. Over the years pattern based methods 

should perform better than term based methods. But pattern based methods also discovered two challenging 

issues like low-support-problem and misinterpretation problem. The proposed system uses clustering to make a 

breakthrough in this challenging issues. The proposed algorithm works for finding the frequent terms or words 

from the documents. 
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I. INTRODUCTION 

 

Data Mining is used to analyze the data from various perspectives and giving it in meaningful information. The 

meaningful data can be used for enhance the growth, profit, cut costs or both. In data mining, text mining is the 

discovery of interesting knowledge in text documents. Text mining is a progressively more significant research 

field since the requirement of attaining knowledge from the massive amount of text documents. In order to mine 

large document collections, it is vital to pre-process the text documents and save the data in a data structure, 

which is suitable for processing it further than a plain text file. Typically, text preprocessing includes, word 

stemming and the application of a stop words removal technique. The main goal of this paper is to finding the 

relevant documents by using the Apriori algorithm. This algorithm works in two steps. 1) Finding the support 

count value 2) Finding the threshold value. First, finding the support count value, if the minimum support value 

is decreased that value should be eliminated. Second, finding the threshold value, which means finding the 

average value and compared with the high value. Finally compared with all other document files and finding the 

relevant documents by using the level by level searching.    

The remainder of the paper is organized as follows. In Section 2 shows the overview of the related work. In 

section 3 shows the methodologies. In Section 4 shows the efficient algorithm. In Section 5 shows the 

Experiment and Result. And Section 6 shows the conclusion. 
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II. RELATED WORK 

 

Relevance Feature Discovery for Text Mining proposed FClustering and WFeature algorithms are used. 

Algorithm FClustering describes the process of feature clustering, where DP
+
 is the set of discovered patterns of 

D
+ 

and DP
-
 is the set of discovered patterns of D

-
. Algorithm WFeature is used to calculate term weights after 

terms are classified using Algorithm FClustering. 

Effective Pattern Discovery for Text Mining proposed D-Pattern Mining Algorithm are used. It describes the 

training process of finding the set of d-patterns. The main focus of this paper is the deploying process, which 

consists of the d-pattern discovery and term support evaluation. It discovered all patterns in a positive document 

are composed into a d-pattern. 

Mining Positive and Negative Patterns for Relevance Feature Discovery proposed two algorithms are used that 

is Mining and Revision algorithms. The algorithm calls twice one for positive documents and one for negative 

documents. The process of the revision firstly finds features in the positive documents in the training set, 

including higher level positive patterns and low-level terms. It then selects top-K negative samples in the 

training set according to the positive features. It also discovers negative patterns and terms from selected 

negative documents using the same pattern mining technique that we used for the feature discovery in positive 

documents. In addition, the process revises the initial features and obtains a revised weight function. The former 

finds higher level positive features, selects top-K negative samples, discovers higher level negative features, and 

composes the set of terms.         

An Efficient Concept-Based Mining Model for Enhancing Text Clustering proposed Concept Based Analysis 

Algorithm are used. The concept-based analysis algorithm describes the concepts in the documents. Each 

concept in the verb argument structures, which represents the semantic structures of the sentence, is processed 

sequentially. Each concept in the current document is matched with the other concepts in the previously 

processed documents. 

A Topic based Document Relevance Ranking Model proposed Pattern Enhanced Topic Model (PETM) are 

used. PETM determine document relevance based on topics distribution and maximum matched patterns. LDA 

(Latent Dirichlet Allocation) is one of the most popular probabilistic text modelling techniques. It can discover 

the hidden topics in collections of documents with the appearing words. PETM pattern mining is used to 

discover semantically meaningful and efficient patterns to represent topics and documents are implemented in 

two steps. Firstly, construct a new transactional dataset from the LDA outcomes of the document collection; 

secondly, generate pattern based representations from the transactional dataset to represent user needs. 

On Similarity Preserving Feature Selection proposed SPFS-NES (Similarity Preserving Feature Selection-

Nesterov’s method) are used. Feature selection is to choose a subset of the original features according to a 

selection criterion. It selects a small set of the original features. The original features, feature selection improves 

the interpretability of learning models and it is a learning process, and use the objective function of the learning 

model to guide searching for relevant features. 

High Dimensional Data Clustering using Fast Cluster Based Feature Selection proposed Fast clustering based 

feature Selection algorithm (FAST) are used. Based on the MST method the FAST algorithm works in two 

steps. In the first step, features are divided into clusters by using graph-theoretic clustering methods. In the 
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second step, the most representative feature that is strongly related to target classes is selected from each cluster 

to form the final subset of features. 

A Two-stage Information Filtering Based on Rough Decision Rule and Pattern Mining proposed two stage 

information filtering are used. In first filtering stage is supported by a novel rough analysis model which 

efficiently removes a large number of irrelevant documents, thereby addressing the overload problem. In second 

filtering stage is empowered by a semantically rich pattern taxonomy mining model which effectively fetches 

incoming documents according to the specific information needs of a user, thereby addressing the mismatch 

problem. 

 

III.METHODOLOGY 

 

In this paper we introduce the RFD (Relevance Feature Discovery) model. It describes the relevant features in 

relation to three groups: positive specific terms, general terms and negative specific terms based on their 

appearances in a training set. The goal of relevance feature discovery in text documents is to find a set of useful 

features, including patterns, terms and their weights, in a training set D, which consists of a set of relevant 

documents, D
+
, and a set of irrelevant documents, D

-
. 

 

3.1 Frequent and Closed Patterns   

Let T1={t1,t2,….tm} be a set of terms (or words) which are extracted from D
+
, and termset X be a set of terms. For 

a given document d, coverset(X) is called the covering set of X in d, which includes all paragraphs dp  PS(d) 

such that X  dp, i.e., coverset(X)= {dp/dp  PS(d), X € dp}. Its absolute support is the number of occurences of 

X in PS(d), that is supa(X)=|coverset (X)|. Itss relative support is the fraction of the paragraphs that contain the 

pattern, that is supr(X)= . A termset X is called a frequent pattern if its supa (or supr)  min_sup, a 

given minimum support. 

It is obvious that a termset X can be mapped to a set of paragraphs Coverset(X). We can also map a set of 

paragraphs Y  PS(d) to a termset, which satisfies 

termset(Y)={t| dp Y→ t  dp}. 

A pattern X (also a termset) is called if and only if X= termset(coverset(X)). Let X be a closed pattern. We have 

supa(X1)<supa(X) for all patterns X1ͻX. 

 

3.2 Closed Sequential Patterns 

A sequential pattern s=< t1…tr > (ti  T1) is an ordered list of items. A sequence s1=< x1....xi > is called a 

subsequence of another sequence s2= < y1,…..yj  >, denoted by s1 s2, iff j1,…,ji such that 1 j1<j2…<ji j and x1 

= yj1, x2 = yj2 ,…., xi  = yji. A sequential pattern X in document d, coverset(X) is still used to describe the 

covering set of X , which includes all paragraphs ps  PS(d) such that X  ps, i.e., coverset(X) = {ps|ps  PS(d) , 

X  ps}. Its absolute support and relative support are defined the same as for the normal patterns. A sequential 

pattern X is called a frequent pattern if its relative support  min_sup. The property of closed patterns is used to 
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defined closed sequential patterns. A frequent sequential pattern X is closed is supa(X1)  supa(X) for any super-

pattern X1 of X.  

 

3.3 Deploying Higher Level Patterns on Low- Level Terms 

To improve the efficiency of the pattern taxonomy mining, an algorithm, SPMining(D
+
, min_sup) to 

find closed sequential patterns for all documents  D
+
, which used the well-known Apriori property to reduce 

the searching space. For all relevant documents di  D
+
 , the SPMining algorithm discovers all closed sequential 

patterns, SPi, based on a given min_sup. Let SP1,SP2,…,SP|D
+
| be the sets of discovered closed sequential 

patterns for all documents di  D
+
 (i =1,…,n), where n= |D

+
|. After the deploying supports of terms have been 

computed from the training set, let w(t)= d_sup(t,D
+
), the following rank function is used to decide the 

relevance of document d: 

rank(d) =   

where (t,d) = 1 if t d; otherwise (t,d) =0. 

 

IV. EFFICIENT ALGORITHM 

 

Apriori algorithm is used for mining the frequent itemsets. The mined frequent itemsets are then used for 

obtaining the partition, where the documents are initially clustered without overlapping. Furthermore, the 

clusters are effectively obtained by grouping the documents within the partition by means of derived keywords. 

The devised approach consists of the following major steps. 

1) Preprocessing 

       2)    Mining of frequent itemsets 

       3)    Clustering process 

       4)    Apriori algorithm for frequent itemset 

 

4.1 Preprocessing 

Let D be a set of text documents represented as D={d1 d2 d3… dn}  n where , n is the number 

documents in the text datasetD. The text document set D is converted from unstructured format into some 

common representation using the text preprocessing techniques, in which the words or terms are extracted 

(tokenization). The input data set D(text documents) are preprocessed using the techniques namely, removing 

stop words and stemming algorithm. 

a) Stop word Removal: Removes the stop (linking) words like “have”, “then”, "it", "can”, “need", "but", "they", 

"from", "was", "the", "to", "also" from the document. 

b) Stemming algorithm: Removes the prefixes and suffixes of each word. 

 

4.2 Mining of frequent itemsets 

This sub-section describes the mining of frequent itemsets from the preprocessed text documents D. For every 

document di , the frequency of the extracted words or terms from the preprocessing step is computed and the 

top-p frequent words from each document di are taken out. 
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Kw = { di | p(di);  di  D } 

Where, p(di)=Twj; 1 j p 

From the set of top- p frequent words, the binary database B is formed by obtaining the unique words. Let BT be 

a binary database consisting of n number of transactions (documents) T and q number of attributes (unique 

words) U=[u1,u2,….,uq]. Binary database  BT consists of binary data that represents whether the unique words are 

presented or not in the documents  di . Then, the binary database BT is given to the Apriori algorithm for mining 

the frequent itemsets (words/terms)  Fs . 

 

4.3 Clustering Process 

In clustering process, group of similar data formed into single dataset. This Clustering technique uses grouping 

the similar words or terms and calculates the weight of an each term and finding the relevant documents.  

 

4.4 Apriori algorithm for frequent itemset 

Apriori is a conventional algorithm that was first introduced mining association rules. The two steps used for 

mining association rules are as follows. (1) Identifying frequent itemsets (2) Generating association rules from 

the frequent itemsets. Frequent itemsets can be mined in two steps. At first, candidate itemsets are generated and 

afterwards frequent itemsets are mined with the help of these candidate itemsets. Frequent itemsets are nothing 

but the itemsets whose support is greater than the minimum support specified by the user. In the proposed 

approach, we have used only the frequent itemsets for further processing so that, we undergone only the first 

step (generation of frequent itemsets) of the Apriori algorithm. The pseudo code corresponding to the Apriori 

algorithm is, 

 

4.5 Pseudo Code 

Procedure Apriori (T, minSupport) { 

       //T is the database and minSupport is     the minimum support 

            L1= { frequent items }; 

            for (k=2; Lk-1 != ; k++) { 

              Ck = candidates generated from Lk-1 

//that is Cartesian product Lk-1 x Lk-1 and eliminating any k-1 size itemset that is not frequent 

          for each transaction t in database do { 

# increment the count of all candidates in Ck that are contained in t 

 Lk= candidates in Ck with minSupport 

} //end for each 

} //end for 

return Uk Lk; 

}  
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V. EXPERIMENT AND RESULT 

 

The architecture diagram of the system is defined below. The devised approach consists of the following major 

steps. 

1) Term Frequency (TF) 

2) Inverse Document Frequency (IDF) 

3) Similarity measure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5. Architecture Diagram 

5.1 Term Frequency (TF) 

Term Frequency (TF) which measures how frequently a term occurs in a document is different in length, it is 

possible that a term would appear much more times in long documents than shorter ones. Thus the term 

frequency is often divided by the document length (the total number of terms in the documents) as a way of 

normalization. 

TF(t)=(Number of times term t appears in a document) / (Total number of terms in the document). 

 

Fig 5.1. Term Frequency 
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5.2 Inverse Document Frequency (IDF) 

Inverse Document Frequency (IDF) which measures how important a term is, while computing TF, all terms are 

considered equally important. However it is known that certain terms, such as “is”, “of”, and “that”, may appear 

a lot of times but have little importance. Thus we need to weight down the frequent terms while scale up the rare 

ones, by computing the following: 

IDF(t) = log_e(total number of documents / Number of documents with term t in t). 

 

Fig 5.2. Inverse Document Frequency 

  

5.3 Similarity measure 

In similarity measure we can find out the similarity between any two documents. 

 

Cosine similarity(d1,d2) = dot product(d1, d2) / ||d1|| * ||d2||. 

 

 

Fig 5.3. Similarity Measure 
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5.4 Performance measure 

This below figure shows that how execution time is decreased when compared to the existing system. The 

performance measures indicate that the proposed method clusters the data in a more accurate manner. 

 

Fig 5.4. Performance measures 

VI. CONCLUSION 

In this paper Apriori algorithm are used. This algorithm reduces the execution time for finding the frequent 

terms or words from documents. It searching the words or terms level by level by using filtering method. The 

main issue in using irrelevant documents is how to select a suitable set of irrelevant documents since a very 

large set of negative samples is typically obtained. For example, a Google Search can return millions of 

documents; however, only a few of those documents may be of interest to a Web user. Obviously, it is not 

efficient to use all of the irrelevant documents. This algorithm can reducing the irrelevant documents by using 

level by level searching. In this paper clustering technique uses grouping the similar words or terms and 

calculates the weight of an each term and finding the relevant documents and it can achieve the better accuracy. 
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