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ABSTRACT 

The classification of dataset Imbalanced problem always occurs where it makes difficult for balancing data. In 

this paper, we used the classifier for classification with the resampling techniques and mainly focused on the 

minority class in which the over-sampling method is used to balance data. This will be achieving by applying 

SMOTE technology on minority class and generates new synthetic samples between the nearby samples from 

this class, but SMOTE  having the overgeneralize of the minority class region as it does not reflect on division of 

other neighbors from the majority classes. Thus, we introduce a new generalization of SMOTE, called 

RaSMOTE, which is a combination of rapidly convergence and SMOTE technique. Finally, this new method will 

be compared with existing method and the result shows that the new RaSMOTE method improves evaluation 

measure for the minority class as well as increases the accuracy of the prediction of datasets. 
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I. INTRODUCTION 

 

Imbalanced data is a common problem in classification. This problem occurred when number of samples 

represents with more and less number of samples in classes. Many techniques have been developed to tackle the 

problem of imbalanced training sets in supervised learning. The Imbalance Ratio (IR), defined by the number of 

instances in the majority class divided by the number of instances in the minority class, expresses to which 

extent a dataset is imbalanced: a dataset with IR equal to 1 is perfectly balanced, the higher the IR, the more 

imbalanced the dataset. 

In this paper, we consider the use of a well-known and widely used technique to balance the training set before 

the learning phase, the “Synthetic Minority Oversampling Technique” (SMOTE) methodology. [1] 

Our main contribution is to introduce a new preprocessing method using SMOTE to generate synthetic 

examples. We propose the elimination of any synthetic example belong to the minority class. We carried out 

experiments in order to show the increasing accuracy in comparison with existing techniques i.e. RACOG and 

wRACOG [2], using different data-sets from the UCI repository with high imbalance ratios. The performance 

measured is based on the significance of the results which shows the analysis of G-Mean, F-Measure and 

classification result. 

In this paper is includes as follows. In Sect. 2, Related work, we introduce the imbalanced data-set problem, 

discuss the evaluation metric used in this work, describe some preprocessing techniques for imbalanced data-
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sets, In Sect. 3 we present the algorithm called SMOTE and KNN Classification. In Sect. 4 we introduce the 

experimental study, that is, the performance of datasets and the experimental analysis are improve as compared 

to the other techniques in order to validate prediction accuracy of our proposal. In Sect. 5 we draw some 

conclusions about the completed study. 

 

II. RELATED WORK 

 

We consider the binary-class imbalanced data sets, where there is only one positive (minority) class and one 

negative (majority) class. the maximum data contains in the majority class and less data contains in minority 

class. Many techniques for dealing with class imbalance have arisen as a result of research and are grouped into 

two categories [5]: those at the level of the learning algorithm and those that modify data distribution (data 

level). 

The machine learning algorithms classify imbalance data into majority and minority and it dominates the 

classification error in minority class. Consequently, the testing data in minority class are misclassified added 

often than those in the majority class. To handle the imbalanced data problem it used many different techniques 

such as data level, algorithmic level, cost sensitive level, feature selection level, and ensemble level. 

Class imbalance problems are exits in transaction dataset, medical diagnosis, science and engineering problem 

and so on. Some authors introduce classifiers and technique to improve the accuracy of prediction in the classes. 

 

III. METHODOLOGY 

3.1 KNN Algorithm 

The purpose of the k Nearest Neighbors (KNN) algorithm is to use a database in which the data points are 

separated into several separate classes to predict the classification of a new sample point. K-Nearest Neighbors 

(KNN) classification divides data into a test set and a training set. In testing set, for each tuple k-nearest samples 

are found by using Euclidian distance and the classification is done on majority and minority of the classes.  

 

3.2 SMOTE Algorithm 

SMOTE [2] this technique introduced by Chawla et al., this technique used on minority classes, it is a very 

popular over-sampling method. Its main idea is to construct new minority class samples for selecting a near 

minority class neighbor randomly. The new synthetic minority samples are created as follows: 

 For the continuous features:  

- Take the difference between a feature vector (minority class sample) and one of its k nearest neighbors 

(minority class samples). 

- Multiply this difference by a random number between 0 and 1. 

-  Add this difference to the feature value of the original feature vector, thus creating a new feature vector 

 For the nominal features 

- Take majority vote between the feature vector under consideration and its k-nearest neighbors for the 

nominal feature value. In the case of a tie, choose at random. 

- Assign that value to the new synthetic minority class sample. 
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Using this technique, a new minority class sample created in the neighborhood of the minority class sample and 

this consideration becomes the shortcoming of SMOTE that is known as overgeneralization [4[. This problem 

blindly generalizes the regions of the minority class without regard to the majority class. This strategy is 

particularly problematic in the case of skewed class distribution where the minority class is very sparse with 

respect to the majority class. In such a case SMOTE generation of synthetic examples may increase the 

occurrence of overlapping between classes. So, some adaptive strategies have been proposed to overcome this 

limitation.  

 

IV. EXPERIMENTAL STUDY:  RaSMOTE 

 

This paper presents a combine with SMOTE and KNN classifier based on ensemble methods and machine 

learning algorithm designed for imbalanced data classification.  

In this paper, we propose a technique i.e. Rapidly Convergence on Synthetic Minority Technique RaSMOTE 

algorithm that combines the rapidly convergence procedure with Synthetic Minority Oversampling Technique 

(SMOTE). Thus the SMOTE and rapidly convergence technique are improving the prediction accuracy of the 

minority classes to the entire data set.  

Our goal is to build better model the minority class in the data set, by providing the classifiers. We want to 

improve the overall accuracy of the ensemble by focusing on the difficult minority (positive) class cases; the 

goal is to improve our True Positives (TP).  

In this section we compare RaSMOTE to well known preprocessing algorithms: 

1. Input: Training dataset, Testing dataset 

2. Separate the samples into minority and majority from training dataset. 

3. Apply KNN algorithm on minority class: 

Knnclassify(New_testData,Training,Train_Class_DATA, 5,'euclidean','nearest') 

4. Applying SMOTE Algorithm to generate the synthetic samples to balance the training knowledge of 

different classes 

5. To avoide the overgenerilazation apply RaSMOTE 

- All Minority generated by SMOTE 

- Adding original data and new synthetic samples we get New training dataset 

- Find the centroid by using k-means 

- Put the threshold value to calculate to half of size of majority class 

- Calculate the similar samples from synthetic samples  

- Repeat step 3 

6. Exit  

 

V. EVALUATION MEASURES 

 

In a class imbalance problem, the confusion matrix [7] (shown in Table 1) records the results of correctly and 

incorrectly recognized examples of each class. Accuracy is an important evaluation metric for accessing the 

classification performance and guiding the classifier modeling. Thus the result of RaSMOTE technique is 
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evaluated by performance metrics which includes F-Measures, G-Mean and overall accuracy against imbalanced 

dataset. 

Table 1 Confusion Matrices for imbalance problem 

 
Positive 

Prediction 
Negative Prediction 

Positive 

class 
True Positive (TP) False Negative (FN) 

Negative 

class 

False Positive 

(FP) 
True Negative (TN) 

 

When working in imbalanced domains, there are more appropriate metrics to be considered instead of accuracy. 

Specifically, we can obtain four metrics from Table I to measure the classification performance of both, positive 

and negative, classes independently. 

1) True positive rate: is the percentage of positive instances correctly classified. 

TPrate = T P/ (T P +FN) 

2) True negative rate: is the percentage of negative instances correctly classified. 

TNrate = T N/( F P +T N) 

3) False positive rate: is the percentage of negative instances misclassified. 

FPrate = F P /(F P +T N) 

4) False negative rate: is the percentage of positive instances misclassified. 

FNrate = FN /(T P +FN) 

Classification accuracy is not sufficient as a standard performance measure. ROC analysis [8] and metrics such 

as precision, recall and F-value [9, 10] have been used to understand the performance of the learning algorithm 

on the minority class. To improve the recall of learning algorithm without sacrificing the precision this is 

calculated as follows;  

Precision = TP / (TP + FP) 

Recall = TP / (TP + FN) 

The F-value incorporates both precision and recall, and the “goodness” of a learning algorithm for the minority 

class can be measured by the F-value. While ROC curves represent the trade-off between values of TP and FP, 

the F-value basically incorporates the relative effects/costs of recall and precision into a single number. 

Thus,  F-value may be defined as follows: 

 

 

VI. EVALUATION RESULTS 

 

In our implementation, we used imbalance four dataset to test the performance of the proposed method. For this 

experiment, we use UCI Machine Learning Repository [6] which follows a 5-fold cross validation strategy: we 

divide the data in 5-folds and classify the instances of each fold as training data and testing data. 
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We focus on the minority class which contains less number of samples. The result of evaluating the performance 

of the RaSMOTE algorithm, in comparison with the SMOTE and previous Techniques, it OVERCOMES THE 

shortage of oversampling and improves the classification precision on the basis of maximizing data balance. The 

comparison results of different dataset training algorithm over all dataset are shown in following table 2. 

Following table shows the Accuracy of Minority class by using KNN which shows the comparison between the 

before applying KNN classifier and after applying RaSMOTE algorithm: 

Table 2  Comparison between Accuracy of KNN Classifiers 

DATASET Before KNN After KNN 

Glass 71.4286 76.7442 

Vehicle 29.5455 36.3636 

Yeast 66.667 81.8182 

Ecoli 68.75 81.25 

       

 

Fig 1: Comparison between Accuracy of KNN 

 

VII. CONCLUSION  

 

The proposed RaSMOTE algorithm is based on the integration of the Rapidly Convergence and SMOTE 

algorithm within the KNN Classifiers. Experimental results from several imbalanced datasets indicate that the 

proposed RaSMOTE algorithm can result in better prediction of minority classes than SMOTE and previous 

Techniques. Data sets used in our experiments contained different degrees of imbalance and different sizes, thus 

providing a diverse test data. While convergence improves the predictive accuracy of classifiers by focusing on 

minority samples that belong to all the classes, the RaSMOTE combines the power of SMOTE in vastly 

improving the recall with rapidly convergence in improving the precision and with this algorithm it also 

improves the performance of a classifier only on the minority class examples. 
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