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ABSTRACT

Digital watermark is a type of technology that embeds copyright information into digital image. ‘Digital'Watermarking works
by hiding information inside digital data, such that it cannot be noticed without any software, help with the purpose of building
sure the covered data is present in all copies of the information that are completed whether legally or if not, in spite of efforts to
scratch or eradicate it. Generally it is known that eachavatermark system consists of an embedding algorithm and an extracting
algorithm. The embedding algorithm includes thefwatermark details in the data“and the extracting algorithm decodes the
watermark details. We have proposed a reversible embedding andeextraction meeghanism to embed data in an image which
modify the embedded location in least significant bits. Thewalgerithm has good"embedding capacity along with preserving the
original content of the image up to amyacceptance level. This has been measured in terms of PSNR and MSE values which tell
the degradation in watermarked image ‘'with respect to original image. The algorithm works in fully reversible domain in which
there is no need of secret key as well as the original image,as it usés only the watermarked image to extract the embedded bits

in same sequence.
Keywords: Digital Watermarking, LSB, Spatial Domain, PSNR, MSE, Reversible, Blind.
| INTROBUCTION

With the rapid development of infermation technology and the wide application of network, the protection of copyright
ownership becomes more_and more necessary. The conventional information encryption is not safe enough because the
document can be copied and'distributed easily. As a new method against the failure of encryption, digital watermarking has
been proposed as an effectiveé way to protect the ownership of digital documents, especially the ownership of digital images.
Digital watermarking techniques for image have been wildly researched in recent years. There are two different watermarking
techniques for image, spatial domain techniques and frequency domain techniques. The watermarking is embedded straightly
into an image in the spatial domain. The simplest method is the LSB (least significant bit) algorithm, in which the
watermarking information is embedded into the LSB or multiple bit layers of image. Watermarking techniques can complement

encryption by embedding a secret imperceptible signal into the host signal in such a way that the embedded signal always
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remains present. Figure 1 represents the embedding and extracting process of digital watermarking in reversible and non-
reversible domain. When an watermark is inserted in a host signal with a known key followed by an algorithm, then this is

known as embedding process of digital watermarking.

Watermark
Watermark Watermarked Recover \l, Watermarked Recover
\L Image Watermark Image Watermark
Embedding 5 Extracting —= Embedding | ————| Extracting ———=
Host Image Host Image Key 5
(@) (b)

Fig. 1: Embedding and extracting process of (a) reversibleyb)mon-reversible digital watermarking

When watermark is recover from the watermarked signal using:host signal and the key is known as extracting process of digital
watermarking. There are various algorithms for digitalwatermarking. The success of the"watermarking scheme largely depends
upon the choice of the watermark structure and insertion strategy/[1]mikhe, quality of,digital watermarking can measure with two
distinct parameters: imperceptibility and robustness. Impereeptibility is measured by PSNR of host image and embedded image
in DB. Higher PSNR is desired as it means to hide the marked‘image efficiently. And robustness is measured by correlation of
the original mark image and recovered markdimage [1]-[5]. Depending on the need of the original image, watermarking is
classified to non-blind and blind watermarking. The reguirement ©f original image for detecting the watermark is known as
non-blind watermarking,«thile the blind technigde does not require the original image. Another way to classify watermarking
that is transform domain‘watermarking and spatial domain watermarking. Early watermarking schemes were in the spatial
domain, where the watermark istadded by madifying pixel values of the host image [4], [5]. Some of the spatial domains
watermarking approaches are based ony,the modification of the least significant bit (LSB) of both: host and marked images [7] -
[9], [6]. of an image based on the assumption that the LSB data are insignificant generally. The spatial domain watermarking is
easy to implement fram & computational point of view but too fragile to resist numerous attacks [1], [3], [5]. In order to have
more promising techniques, researches were directed towards watermarking in the transform domain, where the watermark is
not added to the image intensities, but to the values of its transform coefficients. Then to get the watermarked image one should
perform the transform inverSely. In our work we proposed fully reversible blind watermarking technique in which bits are

embedded in spatial frequency in least significant bits.
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I REQUIREMENTS AND FEATURES OF WATERMARKING SYSTEM

1. The robustness is the ability of detecting the watermark after some signal processing modification such as spatial filtering,
scanning and printing, lossy compression, translation, scaling, and rotation [10], and other operations like digital to analog
(D/A), analog to digital (A/D) conversions, cutting, image enhancement [11]. In addition, not all watermarking algorithms have
the same level of robustness, Some techniques are robust against some manipulation operations, however, they fail against
other stronger attacks [12]. Moreover, it’s not always desirable for watermark to be robust, 4, some cases; it’s desired for the

watermark to be fragile [10]. Therefore, the robustness can be classified as following:

e Fragile: The watermark in this type is designed to be destroyed at any kind of modification, to tetect any illegal
manipulation, even slight changes, involving incidental and intentional attacks. Fragile watermarks are\mainly used in
content authentication and integrity verification. They use blind'detection‘type [14], asit will be diseussed in Detection
Types. In addition, the implementation of fragile techniques is'easier than the implementation of robust ones [15].

e Semi-fragile: The watermark in this type is robust against “incidental modifications, but fragile against malicious
attacks [16]. And it is used for image authenticationgid-7].

2. Imperceptibility (also known as Invisibility and Fidelity) is the most significant requirepient in watermarking system, and it
refers to the perceptual similarity between the original image befare watermarking process and the watermarked image [10]. In
other words, the watermarked image should look similar tosthe originallimage, and’the watermark must be invisible in spite of
occurrence of small degradation in image contrast or brightness:

3. Capacity (also known as Payload) refers to the number of bits embedded into the image. The capacity of an image could be
different according to the application that“watermark is designed for [10]. Moreover, studying the capacity of the image can
show us the limit of watermark information that would besembedded and at the same time satisfying the imperceptibility and
robustness [12].

4. Security is the ability to resist against intentional attacks. These attacks intended to change the purpose of embedding the
watermark. AttaCks types can‘beidivided inta\three main categories: unauthorized removal, unauthorized embedding, and
unauthorized“detection [10]. According,to the specific usage of watermarking, the specific feature should be available in the
watermark to resist the,attacks.

5. The cost is the reason behind studying'the complexity, so it should be at a reasonable cost [13]. It describes the economics of
using watermark embedders and detectors, because it can be very complicated and depends on business model that is used. The
main two issues of complexity are the speed of embedding and detection, and the number of embedders and detectors [10]. So
these are some factors which need to understand in watermarking systems. Below is a literature survey for the existed work in

the watermarking systems.
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111 RELATED WORK

As digital image watermarking systems can be characterize and differentiate by many factors, we give a brief review of some of
the literature here, which are from both spatial as well as transform domain. Below is a brief from some papers we read while

developing our method.

Huang et al. [20] Proposed Digital watermarking is used in the hiding of a secret messagear, information within an ordinary
message and its extraction at its destination. The secret message embedded as watermarkg€an be almost anything, for example:

a serial number, plain text, image, etc.

Clarke et al. [24] [25] proposed a LSB-based scheme for ultrasound images, where<theyoriginal image can be recovered
completely. In embedding process, an SHA-256 hash code is calculated™forithe ROI selected. After that/ the hashcode is
embedded into the LSBs of RONI. The drawback of these two schemes is that the reversibility“of the scheme is based on the
fact that the original values of RONI pixels were zeros before embedding, but forsnonzeronvalues, the scheme is not reversible.
He also proposed two schemes to integrate the ability of detecting tampering and subseguently recovering the image. In
embedding process, the image is divided into blocks of 8%8 pixelSieach. Each block B is further divided into four sub-blocks of
4x4 pixels. The watermark, which is embedded using'LSBs, in each sub-block, is‘a3-tuplé(v, p,r). The drawbacks of these two

schemes are the lack of reversibility and using of‘averages,as recovery information.

Wang et al. [22] proposed two schemes based on modulo 256 and discrete cosine transform (DCT). At first, the image is
divided into several blocks, and for ‘eachmblock, an adaptive robustydigital watermarking method combined with modulo
operation is used to hide the watermark. The drawbatk,of this scheme is limited hiding capacity, where only authentication and

recovery data are embedded. Besides, the scheme i$not reversible exactly due to preprocessing used to avoid pixel flipping.

Fauzi et al. [27] proposed a reversible watermakking technique to embed information into medical images. In this paper Region
of interest (R@I) and Region of ‘nominterest (RONT) is defined. ROI is protected and effort is made to embed data in RONI.
When medical“image shared through network, for the compression purpose the JPEG2000 algorithm is proposed and to
improve the informatioh,security to_maintain the secrecy, reliability and accessibility of the embedded data Arnold’s cat map
method (Arnold Transfarm), is proposed. Patient information and disease information is embedded into DICOM images.

Increase in authentication can bexachieved using Kerberos technique.

Naskar et al. [18] proposes a digital watermarking technique which is a class of fragile reversible watermarking that constitutes
and find application in authentication of medical and military imagery. Reversible watermarking techniques ensures that after
watermark extraction, the original cover image can be recovered from the watermarked image pixel-by-pixel. This paper also
proposes a novel reversible watermarking technique as an improved modification of the existing histogram bin shifting

technique. It develop an optimal selection scheme for the “embedding point” (gray scale value of the pixels hosting the
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watermark), and take advantage of multiple zero frequency pixel values in the given image to embed the watermark.
Experimental results for a set of images shows that the adoption of these techniques improves the peak signal-to-noise ratio

(PSNR) of the watermarked image compared to previously proposed histogram bin shifting techniques.

IV PROPOSED METHOD

There are many algorithms available for blind digital watermarking. Blind watermarking scheme is also known as public
watermarking scheme. This is the most challenging type of watermarking system as it requires neither the cover (original data),
nor the embedded watermark. These systems extract n bits of the watermark data from the\watermarked data (i.e. the
watermarked image). The algorithm proposed in this paper uses Least Significant‘Bity(LSB) Insertign, in which each 8-bit
pixel’s least significant bit is overwritten with a bit from the watermark. Given the extraordinarily high channel capacity of
using the entire image, a fully reversible algorithm has been proposed forfembedding and extractien process,AFhe main point in
this algorithm is that it considers the noise level threshold value for varying the embedded bits. Belowsarefthe steps in proposed

algorithms for embedding and extraction process.

Steps for embedding process:

1) Convert RGB image to gray scale image.

2) Make double precision for image.

3) Put two rows and columns of minimum intensity ‘valué surrounding.the input image

4) Make non-overlapping pairs of pixels taking two at a timeyfrom the rows sweeping left to right

5) For each pair generate a surroundinggpwindow with two pixelsright hand side and two pixels downwards. By using this
window calculate horizontal and vertical'gradients and calgulate Gap element and noise threshold

6) Generate two variables by subtracting First pixeliin the pair from second pixel for first variable and by differencing
gap element produced in step 5 from §econd pixel value in the pair for second variable.

7) Apply expansion embedding and shifting modifications to the pair pixels according to the table shown below for
embedding process.

8) For each pixel pair, put the modified pixels in two dimensional array and name it watermarked array.

9) When algorithm, run for all_pixel pairs, save the two dimensional array as an image in the folder and term it as
watermarked image

10) Calculate PSNR and/MSE values for the watermarked image

Below is the table which has been modified by us from [26] for two bit embedding as generated it for one bit embedding. We

have also shown the results for [26] in comparison to our work
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Fig 2: Window for Evaluating Gap Element

In window above, v1 to v10 are neighboring pixels and x and y is the pixel-pair:

Horizontal and vertical gradients in step 5 have been calculated using formula as under:

dv=|v3-v7|+|v4-V8|+|v5-VI|+|V1-V5|+V2-V6[+V6-V10|.........ooeei i B, A
dh=|v3-V4|+|V1-V2|+V5-VE|+V7-V8|+VI-V10|......coeininiiiii B
US(VIHVA)24H(V3-VE) /Ao e . C
Table L4For Embedding Process:
Conditions Operations | Direction | Changes
change
( variablel==-1 &  variable2<=-2) or | Modify left (x-b, y)

variablel==-1 & variable2==-1

( variablel>=1 & variable2<=-2) or | shifting down (X, y-mbit)
variable1>=2 & variable2==-

( variablel<=-2 &  variable2<=-2) or | shifting left (x-mbit,y)
variablel<=-2 & variable2==-1

(variablel==0 & variable2==0) Modify up (X,y+b)
variablel>=2 & variable2>=1 shifting right (x+mbit, y)
variablel<=-1 &variable2>=0 shifting up (X,y+mbit)

Steps for extraction process:

1) Read the watermarked image in software workspace
2) Make double precision for image.
3) Put two rows and columns of minimum intensity value surrounding the input image

4) Make non-overlapping pairs of pixels taking two at a time from the rows sweeping left to right
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5) For each pair generate a surrounding window with two pixels right hand side and two pixels downwards. By using this
window calculate horizontal and vertical gradients and calculate Gap element and noise threshold

6) Generate two variables by subtracting First pixel in the pair from second pixel for first variable and by differencing
gap element produced in step 5 from second pixel value in the pair for second variable.

7) Apply expansion extraction and shifting modifications to the pair pixels according to the table shown below for
extraction process.

8) For each pixel pair, put the modified pixels in two dimensional array and name it extracted image array.

9) When algorithm run for all pixel pairs, save the two dimensional array asan image in the folder and term it as
extracted image.

10) Compare this extracted image with original image and check for reversible process
Below is the table for the extraction process

Table 2: Table for Extraction Proeess

Conditions Extracted bit | Changes
( variablel==3 or variablel==2) & | variablel-1 (x,y+b)
variable2==-

( variablel==-4 or variablel==-3 or | 1- variablel (x+b,y)
variablel==-2 or variablel==-1) &
variable2<=-2

( variablel==1 & variable2==-1) or (| variablel-1 (x,y+b)

variablel==2 & variable2==-2)

( variablel==-4 or variablel==-3 or | -1- variablel | (x+b,y)
variablel==-2 or variablel==-1) &

variable2==-1

( variablel==7 & variable2==-2) or ( | - variable2 (x,y+b)
variablel==8 & variable2==-3)or
( variablel>=1) & ( variable2==0 or

variable2==-1 or variable2==-2  or

variable2==-3)

variable1>=5 & variable2>=1 No change (x-mbit,y)
( variablel==1 or variablel==2 or | variablel-1 (x-b,y)
variablel==3  or variablel==4) &

variable2>=1

variablel<=-4 & variable2>=3 No change (X, y-mbit)
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Below we have shown results for test image for proposed technique

)

Fig 4: Yellow portion sho’g embedding at T1=0, T2=15, T3=25 and T4=104 respectively for Test Image

V BPP FOR EMBEDDING CAPACITY

The number of distinct colors that can be represented by a pixel depends on the number of bits per pixel (bpp). A 1 bpp image
uses 1-bit for each pixel, so each pixel can be either on or off. Each additional bit doubles the number of colors available, so a 2

bpp image can have 4 colors, and a 3 bpp image can have 8 colors and so on. We used this parameter for checking the total
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embedding capacity. BPP (bits per pixel) has been calculated for both techniques. From result, it is found that proposed

technique embed approx. double bits than the old method.

VI PERFORMANCE EVALUATION FOR CHECKING DIFFERENCE IN QUALITY

The Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR) are the two error metrics used to compare image
quality. The MSE represents the cumulative squared error between the compressed and the original image, whereas PSNR
represents a measure of the peak error. The lower the value of MSE parameter, the lower is the error. To compute the PSNR,

the block first calculates the mean-squared error using the following equation:

EM_N[Il{m*ﬂ:] —I:{m,rﬂ]z
M=N

M5SE =

In the previous equation, M and N are the number of rows and columns in the input images, respectively. computes the PSNR

using the following equation:
PSNR =101 il )
SR T 08w\ MsE

It has been found that proposed method has an acceptable PSNR values but it has been decreased due to more embedding than

the old method.

PROPOSED TECHNIQUE REFRANCE TECHNIQUE
IMAGE BPP PSNR MSE IMAGE [ BPP |PSNR MSE
Tl 0.213989 | 42.205 3.913635 T1 0.128296 | 51.72951 | 0.436646
T2 0.198975 | 42.30836 | 3.821594 T2 0.119324 | 51.8172 | 0.427917
T3 0.16272 | 42.68535 | 3.503845 T3 0.098206 | 52.24385 | 0.387878
=7 0034302 | 4696397 | 1308228 T4 0.021179 | 56.49284 | 0.145813

Fig 5: BPP, PSNR, MSE values for proposed method Fig 6: BPP, PSNR, MSE values for reference method
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Fig 7: BPP vs. threshold plots for propose

VII CONCLUSION

This paper covers the study of reversible watermar i in application such as authentication.
This method is used to transfer useful information alo e original i . Se in the proposed method also our aim is to
transfer this useful information in the form of bits with inc
less loss. Our technique has highe ith good value of PSNR values. We have generated the
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