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ABSTRACT

The objective of this paper is to develop an effective fuzzy clustéring method for segmentation of images. The
conventional fuzzy c-means clustering with spatial feature (FGM_S) and its variations havetheir.own limitations
if the images are corrupted by heavy noise. If noise exists in_ thegspatial neighbourhood information, then it
affects the clustering. This article proposes a new mask to provide better spatial information to overcome the
above problem in clustering, using conventionalduzzy e means.

In the conventional defuzzification methoddised in fuzzy ¢-means clustering With spatial feature, there are two
disadvantages. First, as the pixels’ partition membershipwalues are used,to calculate the pixels’ gray scale
values, the noise less pixels’ gray scale values are‘changed by the inference calculations. So the peak signal to
noise ratio between the outpug,data and the original (naiseyless) data is very low. Second, as the output image
loses its sharpness, the non-Euclidian, structures are not revealed well. For better performance, a new
defuzzification method is proposed,in this-articleslt presents algorithms for the proposed new mask, clustering,
and the defuzzification. The main properties of the'proposed method are illustrated by using synthetic, real, and

magnetic resefance (MR) images. A quantitative evaluation of this method is also presented.

Keywards: Defuzzification, Filter Window, Fuzzy C-Means Clustering, Grey Value, Spatial Feature

I INTRODUCTION

Clustering is the process of dividing data elements into classes or clusters so that items in the same class are as
similar as possible.lny clustering research, many methods are invoked. The applications are in various
engineering and scientific branches like medical image segmentation (Yong, et al. [1] ), remote sensing,
marketing, analysing public opinion about an issue, elections etc.(Pham, et al. [2], Bezdek,et al.[3], Wells, et al.
[4] ). But most of the clustering methods are crisp in which a databelongs to only one cluster. But in real life
many cases are related to the fact that apattern(or data) often cannot be thought of as belonging to a single
cluster only. So, a description in which the membership of a pattern is shared among clusters is necessary. To
rectify the problem of being crisp (Pham, et al.[5]), the fuzzy set theory, proposed by Zadeh[6]gives an effective
method of soft clustering. The fuzzy c-means (FCM) clustering algorithm was first introduced by Dunn [7] and
later extended by Bezdek [8].Chen et al. [9]improved the fuzzy ¢ means clustering by introducing kernel-
induced metric,to reveal non-Euclidian structures in clustering.Ahmed et al. [10]incorporated spatial
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neighbourhood informationinto fuzzy c-means clustering to make it insensitive to noise in input image. But
these methods are having some disadvantages, thatnoise in spatial feature creeps into miss classification of data.
Noiseless data are changed unnecessarily by the inference calculations in defuzzification. It results in blurred
output image.In order to rectify these drawbacks, this paper introduces (i) a new mask to filter the noise in
spatial information, (ii) a new clustering method based on the standard FCM, and (iii) a new defuzzification

method.

I SOME BASIC TERMINOLOGIES
2.1 Fuzzy c-means clustering (FCM)

Bezdek [8]introduced the concept of fuzzy partition in order to extend the n of membership of data to
igned to partition

Finto C

clusters. The FCM algorithm identifies clusters as fuzzy sets, in whic

membership in each cluster. It attempts to partition a set of NdataX = {x.x,. " each x; €

cluster

(2 £ C< N) fuzzy clusters based on some criterion.The algorithm returns a set of
~

centersV = {r,, v, ... 1.} and partition

matrixl = [u;lwhenu; e [01] i = 1,2,.. C j = 1.2, the degree to

which element x; belongs to the cluster ;.

A mathematical structure for the problem is

minimize J=Z%; T5; il x;- (1)
subject to, B uy=1forj = 1,2, ... N, )
and 3)
In image clust value of the image pixels is used as feature. Thus the nature of theobjective

function is of mini pe. The high membership values are assigned to the pixels when gray scale values

are close to the centroid of their clusters. The low membership values are assigned to the pixels when the gray

scale value is far from the centroid. In FCM algorithm, the degree of membershipdepends on the distance

between the pixel and each individual cluster center.The necessary conditions on u; and v; to minimize the

objective function (1) are derived by Bezdek [8]as follows:

-i
v w7 D
%zlnjhm

I (4)
zE [l will T
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and ;= % fori=1,2,..C (5)
Ljmaug

Using iteration technique, the partition memberships and cluster centresareupdated to optimize the objective

function. Starting with an initial guess for each cluster centre, the iteration processes will be terminated when
- A0 |<€ (6)

wherel <€<2 1 represents the precession of accuracy and k represents the iteration number.

2.2 Introduction to Fuzzy c-means clustering with Spatial Features (FCM_S)

One of the important characteristics of an image is that neighbouring pixels are hi related, i.e. the pixels

in the immediate neighbourhood possess nearly the same feature data. The prgbability that they belong to the

by using the distribution statistics of the neighbourhood pixel
membership function for clustering. So in the mathematical st
equation (1) is modified as given below:

J= X Fjmi g vil+ 35 5 @)

wherea stands for the controlling g
Nr - the cardinalityof the neighbourhoa

N; - the set of neighbours of x;

(®)

- L J. — %Ex\r E"-:,l' xr] 9
(1 +a) ;o ©)

and

2.3 Variations of FCM_S
As FCM_S takes much time for computation, to reduce it, Chen, et al.[9]replacedthe set of neighbourhood

pixels by its mean or median in the equations (7). The objective function is modified as
T =EL T u - vl + a B B uI; - vl (10)

wherex;represents the mean in FCM_S,and median inFCM_S,respectively.
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By an optimization way similar to the standard FCM, .J_is minimized under the constraint of U and V same as in

equations (4) and (5) are derived as follows:
i

- vill ™+ i well Toe 0
I
7 [P R - S [

and v = L=y * a%] _ 23]
NI}

(11)

(12)

2.4 Introduction to kernelized fuzzy c-means clustering (KFCM)
Euclidean distance (£z-norm) is used in FCM, FCM_S and in its variations.

non-Euclidean structure of the input data.To overcome this disadva

an inner product space as
G2 ()l = (26

A kernel is defined as

Elv, x) =dzl (13)
whereaz= 0,1 <b =<2
(14)
By introducing this kernel (14), the objective function is modified as,
7= B 1 - Ay x) (15)

The necessary constrains on u; and v;for the equation (15) to obtain its local minimum are derived by Chen, et

al.[9] as follows.
-1

[.i — v x_ﬂ](m' I}

i -1

EE {1 - avi, x)](n-T)

(16)

302 |Page
WWW.ijarse.com




International Journal of Advance Research In Science And Engineering http://www.ijarse.com
IJARSE, Vol. No.3, Issue No.11, July 2014 ISSN-2319-8354(E)

Ly x)

i 7 17

and
2.5 KFCM with spatial feature
Analogous to the work in FCM _S, the spatial features are utilized in the KFCM and derived KFCM_S;,

KFCM_S, by Chen, et al. [9].
The objective function of KFCM with spatial feature (KFCM_S) is defined by Chen, et al. [9]as,

JsT = L, B o 1 - Kve, x)] + (L)E}:::r oY “ﬁzx,ex{xj)[f — K(v;, x,)]

o) (18)

In an analogous way the two necessary conditions on u; and v;for the equation (18)'to obtain its local minimum

are derived by Chen, et al.[9]. They are

I[.i - HT'UJ:.. x_'.)] T (]I%MI)EK',ETI-E”[] - HT'UL- x

il

i
s [
= l[1 — Hvg. x| + (w)gx,aﬁxﬁ[l
i fﬁ[l"(‘*‘hxj}‘; *\ 1
and  v;=—— ; (20)
2.6 The variations KFCM_S; and KFCM_S,
To reduce the computational ti B [9]replaced the set of neighboring pixels in equation
(18) by its mean or median. The ed ive isas follows:
Ll - K %) (21)
Fuzzy partitioning ied out through an iterative optimization of the JSf'With the update of membership
and t
i
5] (22)

jij “?[3(% x;) x; + @ Ky, %) ]
Ejij “F[ﬂ(‘“‘i . X;) + & Kiv;, %))

(23)

whereX;is the mean and median of the neighbouring pixels within the neighbouring window around x;in

KFCM_S; and KFCM_S, respectively.

2.7 Some of the disadvantagesin using spatial feature
There are two disadvantagesin using spatial feature in clustering .They are

(@) If noise exists in the spatial information then it will affect the calculations.
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(b) Genuine pixels’ gray scale values are changed unnecessarily by adding the spatial feature.
To eliminate the above disadvantages, this article proposes (i) a new mask for spatial feature, (ii) a new “two-
phase kernelized fuzzy c-means (TKFCM) algorithm™(iii) a new set of fuzzy rules in defuzzification.

The rest of this paper is organized as follows. In section 3,a “dynamic threshold” is suggested to reduce the
noise in the filter widow. In section 4 the new filter window is used as spatial feature in clustering. In section 5a
“two-phase kernelized fuzzy c-means clustering”and new fuzzy rules for defuzzification are introduced.In
section 6 the relationship between the methods are discussed. The experimental results are presented in section

7. Section 8 explains the advantages of the above proposed algorithms.

111 DYNAMIC SIZED SPATIAL FEATURE WINDOW
For spatial feature in FCM_S, FCM_S; and FCM_S,, a window of neighbouring pixels (génerally of size 3x3 or
5x5) around each pixel is used(Ahmed, et al. [10]).When any of these, neighbouring pixels have noisey it will

affect the clustering calculations.

When a-trimmed neighbouring data (Bansal,et al. [11], Jampour;etsals[12] and Taguchi,et al. [13]) are used in
the second term of the equations (7) - (12), the sorted neighbouring data aretrimmed on bothends equally.
Alkhazalehet al. [14]specified that when trimmifg the neighbouring pixels, if the distribution of neighbouring
data is not smooth and having skewness ondone side, then the genuine data (without noise) will be trimmed on

one end and noisy data will be included on the“other, end.

Adaptive threshold (dynamic threshold) has been usedimyresent research works on denoising. (Aborisade[15],
Huanget al. [16],Sadeghipour[27]ySingh[18], Sunet al. T19]h Yuanet al.[20]). But in these articles the entire
process is done in wavelet format. Mareover, these articles are considering the noise in the central pixel of the
spatial window butiot in neighbourhood of/a pixel. TToseliminate the time taken to convert the image to wavelet

format, and to gliminate the noise in the'spatial infopmation of each pixel x;this article proposes a new dynamic
threshold which trimsitheyspatial informationof each pixel x;reducing noise. The procedure is explained below:

Firstgforeach pixel value % tsimmed mean filter value Ny (x;) is calculated using the equation

[0 | =2
MG = o X (24)
NGIIR2T, | S
where,
vl 47 . ) L
T, = ——iSan integerrepresenting the “trimming size”

x; E{;‘-’[Jg.-}}thesorted neighboringpixel of x; ,
Second, the mean deviation ofT(x;] is calculated. It is denoted as g;. It is calculated by using the equation
= e ZxeNeg P Nr)||
o; = NG| 2mee N Xp-Nr(x)
Next by using &;as the dynamic threshold, noise less neighbouring pixelsare selectedby using the equation
;)= - Nr Gl = 8 o wherex, e N} (25)

304 | Page
WWw.ijarse.com




International Journal of Advance Research In Science And Engineering http://www.ijarse.com
IJARSE, Vol. No.3, Issue No.11, July 2014 ISSN-2319-8354(E)

This set {NS{J{,-M ji= 12, .. N}is proposed to use as spatial information in clustering.

The main concept of this process is, if a pixel, either in centre or in the neighbourhood of the filter window, has

noise,it will lie in the region of rejection. The quantity § multiplied with g; together with mdetermines the
region of acceptance. The spatial information of the neighbouring points {NS{J{,-]] which are lying within the
region of acceptance are taken into account of clustering calculations. The set of points in {NS{J{,-}] is called
“selected neighbouring pixels”.When the median of N;(x;)isused as spatial information in clustering, it serves

better than median filter value used in Chen, et al.[9].

IV HYBRID METHOD OF KFCM WITH SELECTED NEIGHBOWRHOOD, (KFCM_SSy,)

4.1Mathematical model

the new filter window, the objective function given in the equ
Minimize
Is3=58; TLyup [ - Kvexyl] + aZE, BX
Subject to,
ﬂﬁ:[jiffori =12 .. G

EF:IHLJ. :J"fOI‘; = 1.:2 o N
whereN(x;)

he median of NVo(x;)

An iterative algorith espect tou;; and v; is derived, as given in (27-28):

(27)

T dt g Kivy, N;:S,-)N;x}]
U™ a E; sy, M)

fori = L2,..Cand j = 1.2,.. N, (28)

4.2 Defuzzification

The output data values are approximated using fuzzyinference formula given below

X vifug

wherej = 1,2, Nand V' =lvy, v; ... vl
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V TWO-PHASE KERNELIZED FUZZY C-MEANS CLUSTERING WITH SPATIAL

FEATURE (TKFCM_Ss,)
The proposed method consists of two phases. In phase I, the input image is fuzzified by KFCM.A partition

membership matrixt/ = [u;;]of order € x N and a set of cluster centers ¥ = [v;]are calculated.In phase I1a new
partition membership matrix Z/=[uj;]of order C x Nand a set of cluster centers ¥' = [v/]are introduced.

U"and¥" are initialized by the final iteration values of U and V obtained in phase-l1. The image is further

fuzzified by KFCM_Ss,and the values of L', ¥ are calculated by iteration method proposed in section 4.

5.1 Defuzzification

During defuzzification process inKFCM_S,, the gray scale values of pixels‘are calculatediby fuzzy inference
method. This set of gray scale values are an approximation to the original, valugs. There are many
defuzzification techniques used in practice (Chaudhuri, et al.[21], Rowventa[22], Nejad, et al.[23],Udupa, et al.
[24], Sladoje, et al.[25], Lowen, et al.[26] and Leekwijck, et@l.[27]), and different ruleshare applied to find a

suitable crisp representation for the fuzzy set.

5.2 Limitations of existing defuzzification methods

In the defuzzification methods referred above, the"noise less pixels’ gray scale values are unnecessarily changed
by inference calculations. The gray scale values in an original crisp image tstially match with some physical
units in the real world (such as Hounsfield units ih, computeds,tomography).or they are relative to some known
quantity (e.g., giving the value 0 to water in MRI){Thus ,to obtain“a“better approximation for the original crisp

set, defuzzification plays a vital role in fuzzy clustering

To overcome this problem, in this article,"aynew set of fuzzy rules are proposed for defuzzification.The fact
behind this processfis that KFCMis more sensitivestoshoise than KFCM_S, It reflects in the corresponding
cluster assignment, partition membership values of each pixel (clustered by KFCM and KFCM_S,) The noise
pixels can be identifiedyby comparing\the outcomes (i.e. cluster assignment, partition membership and gray
scale yalue calculated "y inference method) of KFCM and KFCM_S,The difference in the above said
outComesof, KFCM and KFCM, Ss,of¢a noisy pixel will be higher thanthat of its neighboring noiseless
pixels.Based onithis, the following fuzzy rules are introduced.

If any pixel x;satisfiesat least:any one of the following three conditions (i), (ii), and (iii)given in section 5.3 is

identified as a noisy pixel,and its fuzzy values are mapped to the spatial feature N:(x;).

5.3 Fuzzy rules to identify the noisy pixels
(i) Ifthe pixel assigned to one cluster by KFCM is assigned to some other cluster byKFCM_Ss, then the pixel is

a noisy pixel.

(i) 1fllae; — il = W) — Neug)llthen x; is a noisy pixel,

where

N(u;;) is the partition membership value of neighbouring pixels of x; in cluster i in KFCM.
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N (u;)is the partition membership value of neighbouring pixels of x; in cluster i in KFCM_Ss,.

"N[“u} - N[u[l}"is the mean of the differences between the partition memberships of neighbouring pixelsin

KFCM and in KFCM_Ss,
(ii)ifllx, — z, || = |Ncx,) — Nez,)lfthen x; is a noisy pixel,

wherelll‘v.r (x) - N [z‘,}"is the mean of the differences between the neighbouring pixel values in input image

and their corresponding inference values in KFCM_Ss,.

5.4 Proposed Fuzzy rules for defuzzification

the crisp input set. By this proposed method the quantitative
original noiseless image. In other words, the Peak Signal t
Euclidian structures are revealed well when clusteri

images illustrate that TFCM_Ss, is more effici

5.5Algorithm for Two-phase Kernelized
Phase |
Stepl: Get the data from the

matrix LE[u{-I,-] using the equation (16).
Step 7: Upda s V=[v]using the equation (17).

Step 8: Calculate the objective function [, using the equation (15).
Step 9: Repeat steps from (5) to (7) until |J‘,¢,'f+ ”-J‘,Z"“ |f£ £is satisfied, where J,? and Jﬂ” 7" are the values of

theobjective function obtained in the k™ and (k+1)" iterations respectively.

Phase 11

Step 1: Initialize the new partition membership matrix L'=[u;] and the cluster centre V' = [vf]of  phase Il
with the final values of U and Vrespectively obtained fromthe step 9 in phase I.

Step 2: Initialize the controlling parameter o (#<a<=)in the neighbourhood feature.

Step 3: Fix a (3x3) neighbourhood window on each pixel x;(j = 1, 2 ... N) with x;as the centre of the window.
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Step 4: Update the partition membership matrix L' by giving modification (i.e. replacingu;; by u;,-) in equation
(27).

Step 5: Update the prototype ¥ by giving modification (i.e. replacing‘l:,-by'{,r-) in equation (28).

Step 6: Calculate the value of theobjective function .75, using the equation (26).

Step 7: Repeat steps from (12) to (14) until |J5;'*+”-Jidw |{E is reached, where ;%rk‘r and J&?‘*”’" are the

values of the objective function obtainedink™ and (k-+1)" iterations respectively.

5.6 Algorithm for defuzzification using the proposed fuzzy rules

Step 1: Create two binary matrices B and B of same order (C x N), with
B_:{I ifx;has maximum membership ni*cluster of U/,
7

# otherwise

d B.= I ifx;has maximum membership ini™ cluster of I/
an =

7  othersize

Step 2: Calculate the set Z of inference values by using the e

[ i)
2ol =

where j=1,2, Nand ¥ ={ v}, v1 ...

phase Il in section (5.5).

Step 6: FixN[zm] and N[ym] fork=1,2..H g¢g=12..W

Step 7: Calculate |N[fkg]—f'~r (Jr‘kgjl

If

Fhg” :qul z |N(fkg) -N(Jr‘kqjl then ykq:ikq

where|M(z, . )-N(y )| is the mean of the set of absolute differences{|N(z; ;) — N (i o) [}

Step 8: Assign Vig 1O the cluster in which xz; has maximum membership value in Ufork=12.. Hqg=1,2

e WL
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VI RELATIONSHIP AMONG THE VARIOUS METHODS.

Two phase fuzzy c-means clustering algorithm can be considered as a general framework. Besides
TKFCM_Ss,, some other typical clustering algorithms for image clustering can be derived from the framework
as follows:

1) By setting m as the mean of N;(x;}in equations (26), (27)and (28),the KFCM_Ss, reduces to KFCM_Ss;.

SimilarlyTKFCM_Ss, reduces into TKFCM_Ss;
2) By replacing ;‘x-’[{,.} withN:(x;)in equations (19), (20), and (21) and replacing the equations (26), (27), (28)

with the modified form of equations (19), (20), and (21), KFCM_Ss, reduces to KFEM_Ss. In an analogous
way TKFCM_Ss, reduces to TKFCM_Ss.

3) When g — cin equation (24), N.(x;) = Mx;). Then KFCM_Ss, reduces into KFCM_S, and TKFCM_Ss,
becomes TKFCM_S, which is a special case of two-phase clustering.

4) By settingthe trimming size T;=0, in equation (24), KFCM_Ss; feduces to KFCM_ S, and TKFCM _Ss,

reduces to TKFCM_S,.

VII EXPERIMENT RESULTS AND ANALYSIS

This section compares the efficiency of theprepesed algorithms TKFCM_Ss,and KFCM_Ss, with
KFCM_S;(with a-trimmed mean), and KFCMCS, on synthetic, real andysimulatedfMR images.The results are
graded by measuring the Segmentation Accuracy, (S.A) and Peak Signal to Naise Ratio (PSNR), and the number
of misclassified pixels. As FCM, FCM_S,;, FCM\.S,/KFCMuSpare_ infeérior to KFCM_S;(with a-trimmed
mean), and KFCM_S, they are not used for comparison. To provide the best methods only, here the new
variations KFCM_Ss KFCM{Ss, TKFCM_Ss, and TKECM_Ss, are not used for comparison as they are
performing inferior to TKFCM_Ss;'and TKECM_Ss,

7.1 Segmentatigh Accuracy (S:A.)

: . AP lder;
The Segmentation/AcCuracy is calculated as 5 :A" m'*'“
[ L mgfy

wherey; refers the set of pixels of thelj” cluster found by the i" algorithm, and 4,s; represents the set

of pixels‘@fthe j” cluster in the reference (original) segmented image.

7.2 Peak Signal tosNoise Ratio (PSNR)

When spatial feature'is used in clustering, even though the S.A. is increased, the output clusters are blurred. So
S.A. is not the only seale to measure the quality of clustering. PSNR is an approximation to human perception of
reconstruction quality. PSNR is generally used to measure the quality of reconstruction from the noisy data.
Higher PSNR indicates that the reconstruction is of higher quality. It is calculated in decibels (dB) and is

defined via the mean squared error (MSE) as follows:

If X is the noise-free (HxS) monochrome image, and Y is the output from the noise induced version then,

the MSE is given by the equation
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1 T 5
;MSE{X; F:] = m;zlkrl" — -Yl:_i-
e

aH_
and the PSNR s calculated as PSNR =20 log 4 (:1)

~MSE
where B represents the bits per sample pixel. In 8-bit synthetic and real images B = 8, in dicom format MR, it is

16. In the present experiments the PSNR value is calculated for the sum of the clusters.

7.3Parameter settings

In fact, all these algorithms have some crucial parameters needed to be adjustédyfor clustering and the
parameters are noise dependent. Therefore their selection will trivially influen€e the clustering results. This
section focuses on discussion on the parameter setting.

In all these experiments the parameters are set as follows: m = 2, £ @I000¢" The algorithms are

tested on images corrupted by “Gaussian”,*“Salt & Pepper”and “Mixed”hoises respectively.

7.4. Results on synthetic image
A synthetic imageof size [128x128] pixels includes two classes of grey values»{0, 90% is used for this

experiments.

7.4.1 The first experiment is conducted totést the effectiof & in PSNR ofQutput'clusters.In thisexperiment# is
assigned values 0.75 through 10 in steps ‘of 0.25. Fig.(1a)/andy(1b) show the PSNR of results of KFCM_Ss,, and
TKFCM_Ss,varying with the parameter £ on the synthetic image corrupted by Gaussian” and “Salt & Pepper”
noise respectively. Similar result is obtained in the case'of mixed noise. As there is no significant change in the
clustering performance after g=:3.50the value of fis set as 3.5 in equation (24) for the second and third

experiments.

7.4.2 The second experiment is corducted on synthetic image to test the effect of various values for the
parameteree in segmentatien performance. In this experimenta is assigned values 0 through 10 in steps of 0.25.
The results of the proposed methods are\compared with the existing methods KFCM_S; (with a-trimmed mean)
and KFEM)S, The result isipresented in Fig. (1c) and in Fig.(1d).The results show that the segmentation
performancetis varying withsthe alue of . As there is no significant change in the clustering performance
after o= 3.8the valugyof «is set as 3.8for third experiments.In the first and second experiments, the noise level

is fixed as 10%.

7.4.3. Thethirdexperimentis conducted on synthetic image to compare the PSNR together withclassification
errorsin the results obtained by KFCM_S; (with a-trimmed mean), KFCM_S, KFCM_Ss,and
TKFCM_Ss,. The value ofa is fixed as 3.8 (the optimal value used inChen, et al.[9])and C as 2. The noise
levelis set at various levels ranging from 3% through 15%. “Gaussian”, “Salt & Pepper” and “Mixed noises” are
used.Simulation of noise was performed by 100 independent runs on each level and each type of noise. The
simulated different structures of noise in synthetic image are tested by KFCM_S; (with a-trimmed mean),
KFCM_S,, KFCM_Ss,and TKFCM_Ss,. The average segmentation accuracy and average PSNR% are
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presented in Table (1). The graphical representations of the results are given in Fig.(1.e) and Fig.(1.f).From the
results it is observed that as noise level increases the clustering performance is decreasing. But in all the cases
KFCM_Ss2 and TKFCM_Ss, is performing better than KFCM_S; (with a-trimmed mean) and KFCM_S,.The

output images are presented in Fig. (2).
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Fig(1). Graphical representation of effect of parameters in synthetic image clustering.
(a) Comparison of PSNR on synthetic image with Gaussian noise under different values of .
(b) Comparison of PSNR on synthetic image with salt and pepper noise under different values of fi.
(c) Comparison of PSNR on synthetic image with Gaussian noise under different values of a.
(d) Comparison of classification ervors on svnthetic image with Gaussian noise under different values
of a
(e) Comparison of PSNR on synthetic image with salt and pepper noise under different values of a.
(f) Comparison of classification errors on synthetic image with salt and pepper noise under different
values of a,
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(a)

(d)

(e) ()

Fig (2). Comparison of segmentation results of synthetic image

Trimmed mean) result, (¢) KFCM_Ss2 result, (f) TKFCM _Ss2 result.

WWw.ijarse.com

(a) Original image, (b) image with "Salt & Pepper noise, (c) KFCM 52 result, (d) KFMC S1 (with
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7.5. Experiment on real image
To examine the robustness of the algorithms,t he real image “eight” of size 242 x 308 with gray values 0 to 255
corrupted simultaneously by Gaussian white noise N(0,180) with unit dispersion, and salt & pepper noise.

There are three types of experiments conducted on the experimental object.

7.5.1 The first experiment is conducted on real image to test the effect of various values for the parameterfin
segmentation performance. The graphical representation of the results are presented in Fig.(3.a) showsthat the
PSNR of the output of KFCM_Ss,, and TKFCM_Ss,is varying with the parameterf.As there is no significant

change in the clustering performance after £= 3.5 the value of Fissetas 3.5ineq 4) for the second and

third experiments.

presented in Fig.(3b).From the results, it is observed tha

TKFCM_Ss; are reaching their maximum performance.
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Fig (3). Graphical representation of effect of parameters used in clusting the real image.
(a) Effect of the parameter f} in PSNR in the real image ‘eight’ corrupted by mixed noise.
(b) Effect of various values of Trimming Size (Ts) in Number of miscluassified pixels
(¢) PSNR against the parameter a, (d) Classification errors against the parameter a.
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(a) (b)

(c) (d)

(¢) (f)
Fig(4) Comparison of clusting results of real image.
(a) Original image, (b) image with mixed noise with r = 0.5, (¢) KFCM_S2 result, (d) KFMC S1 (with
Trimmed mean) result, (¢) KFCM_Ss2 result, (f) TKFCM_Ss2 result.
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7.6. Experiments on simulated MRI

In this experiment, a high-resolution T1-weighted simulated phantomimage (used inCai et al. [28]) with
181x181 pixels, 1 mm slice thickness, 9% Gaussian noise and no gray inhomogeneous is used as experimental
object. The slice is in the axial plane with sequence91.In nature, the MRIs are not affected by Gaussian noise.
But it is add for experimental purpose.

In an analogous way the first two types of experiments are conducted to test the effect of various values of £ and
a in segmentation performance. The graphical results are presented in Fig.(5.a), (5.c) and (5.d). Similar result

obtained in the case of salt& pepper noise is presented inFig.(5.b), (5.€) and (5.1).

7.6.1 Third experiment on Simulated MRI
In this experiment the PSNR and the classification errorsin the results obt (with a-trimmed

As the existing defuzzification method is used with KFCM_. FCM_Ss,,

the image loses its clarity and non-Euclidean structures are n

neighbourhood pixels” produce better segmentatio ase defuzzification methods™ is giving

higher PSNR values than the corresponding existing zzification methods. The effect is reflecting in the

output figures.
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Fig(5). Graphical representation of effect of parameters used in clusting the simulated MRI.
(a) fivs PSNR_in simulatedMRI corrupted by Gaussian noise.
(b) i vs PSNR_in simulated MRI corrupted by Salt & Pepper noise.
(¢) avs PSNR in simulatedMRI corrupted by Gaussian noise.
(d) a vs MissClassification_in simulated MRI corrupted by Gaussian noise.
fe) avs PSNR in simulatedMRI corrupted by Salt & Pepper noise.
() avs MissClassification_in simulated MRI corrupted by Salt & Pepper noise.
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Fig (6). Comparison of defuzzification results of Simulated Brain image.
(a) Original image, (b) image with ‘9% Gaussian noise, (c¢) KFCM_S2 result, (d) KFMC S1 (with
Trimmed mean) result, (e) KFCM_Ss2 result, (f)f TKFCM _Ss2 result.
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VIII CONCLUSION

From the figures and table values “selected neighbourhood masks” produce better segmentation accuracy and
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“two-phase defuzzification method” is giving higher PSNR values than the corresponding existing

defuzzification methods in synthetic, real and simulated MR images and the effect is reflecting in the output

figures.
Table 1
Comparison of segmentation performance of clustering methods
Existing Methods Proposed Methods
KFCM_S,
(Trimmed Mean) KFCM_S, KFCM_Ss; T KFCM_Ss;
. g g o o
Noise Type = = - -
el | 2 | g < | 2|2 | <28 < |2 |38]| <
gl s| 2 |g|s|2flg|s] @2 |&|=]|°
S S kS kS
S S S S
z z z z
: : : : : : : :
| | I | Synthetic Image | I | |
c | 3% 27.66 1 0.9999 | 42.52 5 0.9994 || 47.44 0 1.0000 | 63.51 0 1.0000
2 | 5% 27.62 1 0.9999 | 39.38 12 0.9985 || 43.58 2 0.9998 | 49.49 2 0.9998
§ 8% 27.52 5 0.9994 | 37.09 22 0.9973 || 40.02 8 0.9990 | 42.23 8 0.9990
O | 10% 27.51 4 0.9995 | 36.33 24 0.9971 || 40.81 2 0.9998 | 46.30 2 0.9998
_ 3% 27.61 3 0.9996 | 40.29 10 | 0.9988 || 42.89 2 0.9998 | 48.13 2 0.9998
j‘é 2| 5% 27.44 9 0.9989 | 38.43 14 ] 0.9983 || 42.89 2 0.9998 | 48.08 2 0.9998
TU\; § 10% 27.12 21 0.9974 | 34.21 40 0.9951 || 37.36 | 10 0.9988 | 41.01 10 0.9988
15% 26.15 | 105 | 0.9873 | 32.96 51 0.9938 || 34.85 | 22 0.9973 | 35.51 22 0.9973
= r=0.3 || 25.01 1 0.9998 | 26.14 8 0.9990 (| 29.26 0 1.0000 | 29.21 0 1.0000
P % r=0.5 || 22.23 3 0.9996 | 24.37 8 0.9989 || 24.64 1 1.0000 | 24.51 1 1.0000
2 = =07 || 20.32 5 0.9994 | 20.49 0.9989 (| 20.52 1 0.9999 | 20.54 1 0.9999
: | I : | I : :
: | ! : : ! : :
: : I : Real Image ; I ; :
Mixed
noise 2358 | 313 | 0.9916 | 25.90 | 244 | 0.9935 || 26.13 | 165 0.9956 | 30.18 | 165 | 0.9956
r=0.5
Simulated MRI
Gaussian 0.9719 0.9786 0.9744 0.9803
90 25.06 | 1346 | 0.9597 | 25.51 | 1072 | 0.9687 || 25.72 | 1012 | 0.9621 | 34.45 | 1012 | 0.9696
0 0.9875 0.9881 0.9873 0.9891
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