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ABSTRACT

Meaning is to be identified to avoid disambiguation. Decisi
data (feature. s) from context. This technique is based o
occurrence of meaning in that context. In this approach the calculated and one with

highest value is considered as a final value or res tudy in this work achieved (69.12 %) accuracy.
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I INTRODUCTION
Word sense disambiguation is_one of the main challenges'in natural language processing. WSD one word many

ing_information retrie

meaning, could cause proble ‘0. search engine could not interpret correct

meaning as per user’s perceptio p retrieval process it is difficult to identify correct meaning this
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Fig. 1. The Screenshot from WordNet Shows the Multiple meaning of Worship Word.
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A word having multiple meanings is known as ambiguous words. For example port is point through which
transport at sea is carried out and port is a channel or way on which process is executed in a computer. So
meaning could be analyzed by looking at the context. The figure below showed the multiple meaning for verb
“Worship”.

11 DECISION LIST FOR WSD
Decision List is one of robust approaches to address sense disambiguation. In this approach identifier

collocation data (features) from sense tagged data based on conditional probability.

S= argmaXsiesensesow) SCOre(Si).

Argmax(abs log [(Si | f)])
(si | f)

Consider same example for sense 1 of worship mentioned in figure 1. Above, we can formula as

below:
Sense 1:
Abs log (3/1023) =log (3)
=log (3) — log (1.
=0.477 - 0.089
=0.387
Sense 2:

abslog (6/2.46)
=log (6) — log (2.46)
=0.778 - 0.
Sense 3:

The Sorted list as ightaccuracy is selected as final result = 0.500, the table below shows the

1. Apply decision list formula for worship word

Accuracy Sense
0.500 3
0.387 1
0.387 2

Similarly for sense 2 = 0.425, and for sense 3 = 0.308. Box (1) shows the algorithm implemented in this work.
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Box (1): Decision List Algorithm implemented
1. Identify and calculate feature (f).
2. Calculate value of sense (Si).
3. Identify collocation one value per collocation basis.
4. Repeat this process for multiple senses.
5. Calculate absolute (log) of P (Si |f) for all sense.
6. Select maximum value out of it.
Max log RACHRPA
P(s2]| f)
Il EXPERIMENTAL SETUP

For word sense disambiguation following set up is performed:

1- Data source: Wordnet 2.1 to refer the words, sen
2- Java programming language is used to fetch the
wordnet library) using decision List a
3- Senseval 3: To convert data intg
every meaning of given

considered.
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Fig. 2. The Screenshot Shows Training and compilation Model
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V THE SYSTEM ANSWER FILE

This file provide accuracy related with various senses and meaning with high accuracy is identified and
considered as a final answer by refering context. The screenshot below shows the System Answer. Txt file for

decision List implemented

R R

Tlord.n lord.n.bnc.00001189 lord¥1:07:00::/489 lord%1:05:00::/489 lord%1:09:00::/22%ord.n
Tord.n.bnc.00001190 Tord%1:07:00::/489 lord%1:05:00::/489 lord%1:09:00::/22Tord.n
Tord.n.bnc.00001191 Tord%1:09:00::/1000praise.n praise.n.bnc.00001235 g;alse
%1:06:00::/668 lord%1:07:00::/332praise.n praise.n.bnc.00005679 praise%1:06:00::/1000
owner.n owner.n.bnc.00001235 owner¥%1:06:00::/755 owner%1:07:00::/2450wner.n
owner.n.bnc.00005679 owner%1:06:00::/999 owner%1:07:00::/1recompense.n
recompense.n.bnc.00001239 recompenseX1:07:00::/791 recompenseX1:06:00::/209recompense.n
recompense.n.bnc.00005683 recompense¥%1:07:00::/1000straight.n straight.n.bnc.000011891

straight%1:09:00::/500 straight¥%1:08:00::/500straight.n straight.n.bnc.000011901
straight%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011911
straight¥%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011921
straight%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011931
straight%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011941
straight%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011951
straight¥%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011961
straight¥%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011971
straight%1:09:00::/500 straight%1:08:00::/500straight.n straight.n.bnc.000011981
straight%1:09:00::/500 straight%1:08:00::/500anger.n anger.n.bnc.000011899 anger
%3:07:00::/500 anger%3:05:00::/500anger.n anger.n.bnc

11909 anger%3:07:00::/500

r
anger%3:05:00::/500anger.n anger.n.bnc.000011919 an E%3:07.00::/500 anger%3:05:00:: /500
gﬁ 8 g ::/33 06:0 h%g:

path.n path.n.bnc.000011891 path%1:06:00 3 path%1:06:01::/333 pat 06:02::/333
path.n path.n.bnc.000011901 path%1:06:00::/333 path%1:06:01::/333 path%1:06:02::/333
path.n path.n.bnc.000011911 path¥%1:06:00::/333 path%1:06:01::/333 path%1:06:02::/333
path.n path.n.bnc.000011921 path¥%1:06:00::/333 path%1:06:01::/333 path%1:06:02::/333
path.n path.n.bnc.000011931 path%1:06:00::/333 path%1:06:01::/333 path%1:06:02::/333
path.n path.n.bnc.000011941 path%1:06:00::/333 path%1:06:01::/333 path¥1:06:02::/333
path.n path.n.bnc.000011951 path%l:os:gg::/333 path¥%1:06:01::/333 path%1:06:02::/333
n

path.n.bnc.000011961 path%1:06:

€ m W W= e

::/333 path¥1:06:01::/333 path¥1:06:02::/333

by providing 100% accuracy with Accuracy 1000/1000.
ave value or score less than 50%. The results for our dataset shown in

ata Set of Words and Results of Decision List Classifier

Word POS # Senses Score Accuracy
/ Praise n 2 668 1000
Name n 6 1000 1000
Worship % 3 387 500
Worlds n 8 142 1000
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Lord n 3 489 1000
Owner n 2 755 999
Recompense n 2 791 1000
Trust \% 6 167 167
Guide v 5 387 995

Straight n 3
Path n 4
anger n 3
Day n 10
Favored v 4

Help

VII CONCLUSIONS
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