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ABSTRACT  

 

This paper present a Cloud based Big Data platform for collecting and transforming distributed data into 

knowledge or insightful information. In recent years, data has gained more visibility and importance to 

organizations and governments worldwide. Innovative technologies have emerged to more efficiently collect 

process and disseminate data or information, bringing transformational value to these organizations. Big data 

is being generated by everything around us at all times like systems, sensors and mobile devices and 

particularly in the cloud computing. As Big data is arriving from multiple sources at an alarming velocity, 

volume and variety to extract meaningful value from big data, the need optimal processing power, analytics 

capabilities and skills. In the current information age, the transformation of data to useful information is 

playing a vital role in driving effectiveness and efficiency. Innovation in social computing, the proliferation of 

mobile devices, and the emergence of cloud computing have magnified data availability and accessibility. These 

changes have caused a shift from traditional data management systems and processes to an emerging paradigm 

of Big Data. Technologies such as Hadoop and Cloud Computing offer a lot of promise to solve some of the 

problems emanating from Big Data. When these technologies are applied correctly, useful information, hidden 

patterns and unknown correlations in the data, will be discovered. 

 

Keywords: Big Data, Analytics, Cloud, Grid, Computing, Distributed Computing, Hadoop 

 

I.  INTRODUCTION 

 

Big data is changing the way people within organizations work together. It is creating a culture in which 

business and IT leaders must join forces to realize value from all data. Insights from big data can enable all 

employees to make better decisions—deepening customer engagement, optimizing operations, preventing 

threats and fraud, and capitalizing on new sources of revenue. But escalating demand for insights requires a 

fundamentally new approach to architecture, tools and practices. The challenge now exists with big data for data 

scientists. Instead of developers writing application code, data scientists designing analytic models for extracting 

actionable insight from large volumes of diverse, rapidly changing data sets. The problem is that no matter how 

awesome those analytic models may be, they don’t do anyone any good if they can’t be quickly executed in the 

production environment. Big data refers to all the new and emerging types of data available from sensors to 

social media and other sources. It includes unstructured information such as emails, video, PDFs and photos. 

Combine that with traditional data about customers, products and transactions, and it’s easy to see that 
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organizations are being presented with more information than they ever had before. This represents both a 

challenge as well as a huge opportunity. DataOps, the set of best practices that improve coordination between 

data science and operations, has therefore become a critical discipline for any IT organization that wants to 

survive and thrive in a world where real-time business intelligence is a competitive necessity. One technology 

that IT organizations are turning to in order to augment and modernize their IT environments is Apache Hadoop 

.Hadoop is an open source project and provides a platform to store vast amounts of information: what we 

lovingly refer to as big data. Hadoop is not meant to replace traditional data management solutions such as 

relational databases, but instead offers a cost effective way to deal with the growing volumes of information 

coming at us at great speed. However, the value does not come from storing information, but instead from being 

able to get information out and make sense of it by applying it to business decisions, applications and actions. In 

order to effectively capitalize on big data stored in Hadoop, the platform must be enterprise ready. This means it 

must include tools that traditional data management environments have such as integration, performance, 

security and administration just to name a few. 

Speed counts. Business opportunities often have short shelf-lives. In many cases, they may be as fleeting as a 

website visit or a phone call. So, for all practical purposes, slow results can be no results. Also, business 

intelligence is increasingly being delivered in the form of mobile apps that salespeople, marketers and executive 

decision-makers are consuming in real time as they head into meetings or hop onto planes. Their need and 

expectation is that if Google can give them answers in a fraction of a second, their BI apps should be able to do 

so as well. 

The Cloud Is Not a Panacea. It’s awesome that lots of relatively inexpensive processing capacity is available 

on-demand from cloud service providers. But not every big data performance issue can be solved by spinning up 

a bunch of Hadoop VMs. In fact, big data performance bottlenecks are often caused by front-end data intake and 

transformation issues. All the cloud-based analytic processing capacity in the universe won’t help you with 

these bottlenecks. 

Big Data Workloads are Diverse. Big data is not just one single thing. One day, it’s predictive analytics. The 

next day, it’s mobile data serving. The day after that, it’s transaction processing .If your infrastructure can’t 

handle all these different types of workloads reliably, and in real time.  

 

II. BIG DATA TECHNOLOGY 

 

The definition of Big Data has yet to be formalized. During a recent workshop at the National Institute of 

Standards and Technology (NIST), there were discussions on collaborating to define Big Data. So far, several 

definitions are being used with no general consensus on the definition. The most popular one defines Big Data 

as ―a massive volume of both structured and unstructured data that is complex and of diverse data types that 

traditional database and software techniques cannot be used for efficient processing.‖ Gartner defines Big Data 

as ―high volume, velocity and/or variety information assets that demand cost-effective, innovative forms of 

information processing that enable enhanced insight, decision-making, and process automation.‖ This definition 

uses the three Vs (Volume, Velocity, and Variety) to define Big Data (see Figure 1). To relieve the pressure that 

big data is placing on your IT infrastructure, you can host big data and analytics solutions on the cloud. Achieve 

the scalability, flexibility, expandability and economics that will provide competitive advantage into the future. 

http://www-01.ibm.com/software/data/infosphere/hadoop/
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Figure 1 Volume, Velocity, and Variety) To Define Big Data 

 

Other definitions include value or veracity to make it the forth V. Big Data sources include machine-to-machine 

(M2M), web and social media, transaction data, biometrics, and human-generated. Due to the increase in data 

sources and the corresponding exponential increase in the amount of data generated, the processing capacity of 

conventional database systems has become inadequate. Data set sizes have become too big, the data creation 

rates too high, and existing database structures do not fit the varied data types. Without the right tools, it 

becomes impossible to collect, store, and analyze this data to reveal practical insights [9]. Big data technology 

must support search, development, governance and analytics services for all data types—from transaction and 

application data to machine and sensor data to social, image and geospatial data, and more. 

Systems: The infrastructure must capitalize on real-time information flowing through your organization. It must 

be optimized for analytics to respond dynamically—with automated business processes, better agility and 

improved economics—to the increasing demands of big data. 

Privacy: To protect the reputation and brand, platform must comprise stringent policies and practices around 

privacy and data protection, safeguarding all of the data and insights on which your business relies. 

Governance: The right platform instills trust, so that can act with confidence. It controls how information is 

created, shared, cleansed, consolidated, protected, maintained, retired and integrated within your enterprise. 

Storage: To achieve economies and efficiencies, that must run certain analytics close to the data, while it is in 

motion. But for data elect to store, infrastructure must embody a defensible disposal strategy that reduces the run 

rate of storage, legal expense and risk. 

Security: As an infuse analytics into the organization, data security becomes more central to competitive 

advantage profile. Infrastructure must have strong security measures built in to guard the organization against 

internal and external threats. 

 

III. CLOUD COMPUTING  

 

Cloud Computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of 

configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be 

rapidly provisioned and released with minimal management effort or service provider interaction. This cloud 

model promotes availability and is composed of five essential characteristics, three service models, and four 

deployment models [19], [20], [22]. Cloud Computing consists of three service models, Software as a Service 
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(SaaS), Platform as a service (PaaS), and Infrastructure as a Service (IaaS); and four deployment models, Private 

cloud, Hybrid cloud, Public cloud and Community cloud.  

Service Models  

The three service models include Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure 

as a Service (IaaS).  

 Software as a Service (SaaS)  

This is a software delivery model in which the provider gives customers on-demand access to the applications 

hosted in a cloud infrastructure. The infrastructure is managed by the provider while the consumer has only 

limited user-specific application configuration settings. SaaS is increasingly becoming a common delivery 

model for most business applications. The consumer usually pays a subscription fee instead of a licensing fee.  

Platform as a service (PaaS)  

This service delivery model allows the customer to rent the cloud infrastructure (virtualized servers and 

associated services) to run consumer-created or acquired applications or to develop and test new ones. The 

infrastructure is managed and controlled by the provider; the consumer has some control over the deployed 

applications and possibly application hosting environment configurations.  

Infrastructure as a Service (IaaS)  

IaaS is a delivery capability in which the consumer provisions processing, storage, networks, and other 

fundamental computing resources. The consumer can deploy and run arbitrary software (operating systems and 

applications) but does not manage or control the underlying cloud infrastructure.  

Deployment Models  

The deployment models include Private cloud, Hybrid cloud, Public cloud and Community cloud.  

 Private Cloud  

With this model, the internal or corporate cloud infrastructure (systems and services) is operated solely for an 

organization. This gives the organization better management and control over their data and systems. It is also 

considered a proprietary network or a data center that supplies hosted services to a limited number of people.  

Hybrid Cloud  

A Hybrid Cloud is made up of at least one private cloud and at least one public cloud. An example is when a 

vendor has a private cloud and forms a partnership with a public cloud provider, or a public cloud provider 

forms a partnership with a vendor that provides private cloud platforms. In other instances, the organization 

owns and manages some of the cloud resources internally while others are made available externally. A hybrid 

cloud provides the consumer the best of both worlds.   

Public Cloud  

A public cloud is a cloud model in which the cloud provider makes the cloud infrastructure available to the 

general public; and is owned by the cloud provider. This model is also considered as external cloud. It has 

several advantages to include: lower cost of deployment, scalability and efficient use of resources (since you 

only pay for what you use).  

Community Cloud  

A Community Cloud allows the cloud infrastructure to be shared by several organizations and supports a 

specific community that has shared concerns. This model can be managed by the organizations involved or a 

third party, and may exist on premise or off premise.  
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Big Data Platform as a Service (PaaS)  

The Big Data PaaS is a Cloud platform that leverages the Cloud provider’s distributed capabilities, compute 

power, analytical tools, storage capacity, elasticity and others.  

Our experiment demonstrates how conventional systems are insufficient to solve the Big Data problem. It 

further shows some of the benefits of adopting a Cloud solution. 

 

IV. HADOOP OVERVIEW AND CHARACTERIZATION 
 

Hadoop is a framework used to process large data sets in a distributed computing environment. The underlying 

architecture of Hadoop is HDFS (Hadoop Distributed File System). It provides fault-tolerance by replicating 

data blocks. Hadoop is based on Google’s MapReduce in which an application can break into small parts or 

blocks that can be run on any node so that applications can run on systems with thousands on nodes. Hadoop 

framework includes several benchmarks such as Sort, Word Count, Terasort, Kmeans iterations, and 

NutchIndexing. These benchmarks are based on distributed computing and storage. Apache Hadoop has an 

architecture that is similar to the MapReduce runtime used by Google. Apache Hadoop runs on the Linux 

operating system. Hadoop accesses data via HDFS (Hadoop Distributed File System), which maps all the local 

disks of the computing nodes to a single file-system hierarchy, allowing the data to be dispersed across all the 

data/computing nodes. HDFS also replicates the data on multiple nodes so that failures of nodes containing a 

portion of the data will not affect the computations that use that data. 

Hadoop runs best on physical servers. A Hadoop cluster comprises a master node called the name node and 

multiple child nodes called data nodes. These data nodes are separate physical servers with dedicated storage 

(much like your PC hard drive), instead of a common shared storage. 

Hadoop is “Rack Aware” – Hadoop data nodes (servers) are installed in racks. Each rack typically contains 

multiple data node servers with a top of rack switch for network communication. ―Rack awareness‖ means that 

the name node knows where each data node server is and in which rack. This ensures that Hadoop can write data 

to 3 (default) different data nodes that are not on the same physical rack, which helps prevent data loss due to 

data node and rack failure. When a MapReduce job needs access to data blocks, the name node ensures that the 

job is assigned to the closest data node that contains the data, thereby reducing the network traffic. The Hadoop 

system admin manually maintains this rack awareness information for the cluster.  

 

 

 

 

 

 

 

 

 

 

Figure 2.  Hadoop  MapReduce Model 
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V.  HADOOP IN THE CLOUD 

 

Hadoop as a Service in the Public Cloud – Hadoop distributions (Cloudera CDH, IBM BigInsights, 

MapReduce, Hortonworks) can be launched and run on the public clouds like AWS, Rackspace, MS Azure, 

IBM SmartCloud, etc., which offer Infrastructure as a Service (IAAS). In a public cloud, you are sharing the 

infrastructure with other customers. As a result, you have very limited control over which server the VM is 

being spun up and what other VMs (yours or other customers) are running on the same physical server. There is 

no ―rack awareness‖ that you have access to and can configure in the name node. The performance and 

availability of the cluster may be affected as you are running on VM. Enterprises can use and pay for these 

Hadoop clusters on demand. There are options for creating your own private network using VLAN, but Hadoop 

cluster performance recommendation is to have a separate isolated network because of high network traffic 

between nodes. In all the cases with the exception of the AWS EMR, you have to install and configure the 

Hadoop cluster on the cloud. 

MapReduce as a Service – Amazon’s EMR (Elastic MapReduce) provides a quick and easy way to run 

MapReduce jobs without having to install a Hadoop cluster on its cloud. This can be a good way to develop 

Hadoop programming expertise internally within your organization or if you only want to run MapReduce jobs 

in your workloads. 

Hadoop on S3 – You can run Hadoop using Amazon’s S3 instead of HDFS to store data. Performance of S3 is 

slower than HDFS, but it provides other features like bucket versioning and elasticity as well as its own data 

loss protection schemes. This may be an option if your data is already being stored in S3 for your business (e.g. 

Netflix uses a Hadoop cluster using S3). 

Hadoop in private Cloud – We have the same set of considerations for a private cloud deployment for Hadoop 

as well. However, in case of a private cloud, you may have more control over your infrastructure that will 

enable you to provision bare-metal servers or create a separate isolated network for your Hadoop clusters. Some 

of these private cloud solutions also provide a Paas layer that offers pre-build patterns for deploying Hadoop 

clusters easily (e.g. IBM offers patterns for deploying InfoSphere BigInsights on their SmartCloud Enterprise). 

In addition, you also have an option of deploying a ―Cloud in a Box‖ like the IBM PureData System, which 

offers Hadoop ready in your own data center. The big reason for private cloud deployment would be around data 

security and access control for your data as well better visibility and control of your Hadoop infrastructure. 

 

VI. DEPLOYING HADOOP CLUSTER IN THE CLOUD 

 

Your enterprise should evaluate the security criteria for deploying workloads in public cloud before moving any 

data into the Hadoop cluster. Hadoop cluster security is very limited. There is no native security for data that 

will satisfy enterprise data security requirements around SOX, PII, HIPPA, etc.Evaluate Hadoop distributions 

that you would want to use and the operating system standards of your enterprise. Preferably go with 

distributions that are close to the open source Apache distributions. Hadoop distributions typically run on Linux. 

Hortonworks provides a Hadoop distribution for Windows that is currently available on MS Azure cloud.When 

using AWS, be aware that using Hadoop with S3 would tie you to Amazon’s cloud. For open standards, look at 

OpenStack-based cloud providers like Rackspace, IBM SmartCloud, HP, etc.Look at the entire Hadoop 

ecosystem and not just the basic Hadoop cluster. The value from Hadoop is the analytics and data visualization 
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that can be applied on large data sets. Ensure that the tools you want to use for analytics (e.g. Tableau, R, SPSS 

etc) are available for use on the cloud provider.Get an understanding on where the data to be loaded into 

Hadoop comes from. Are you going to load data from your internal systems that are not on the cloud or if the 

data is already in the cloud. Most public clouds charge for data transmission fees if you are moving data back 

and forth. Hadoop clusters on VM will be slow. You may be able to use these for development and test clusters. 

VMware’s project Serengeti is trying to address the deployment of Hadoop clusters on virtual machines without 

taking a performance hit. However, with this approach you will be tied to VMware’s Hypervisor which should 

be a criterion to consider when selecting a cloud provider. 

 

VII. HADOOP AS A PLATFORM FOR BIG DATA  
 

Hadoop is a framework comprising of a parallel computing system and a parallel database. It is highly scalable 

and well suited for the distributed processing of large data sets across clusters of computers. Hadoop is based on 

a simple data model, in which any data (structured or unstructured) will fit. This contrasts the relational data 

model in which there must exist a schema for the data before any input . The Hadoop framework comprises of 

two key components or systems: MapReduce implementation and Hadoop Distributed File System (HDFS). 

User 1 Job 1 Map Map Map Map Reduce Job Ends User n Job n Map Map Map Map Reduce Job Ends Results 

.During the execution of a Hadoop service each task is either a map or reduce job.  

MapReduce MapReduce is a framework introduced by Google for processing parallelizable problems across 

large datasets in a distributed computing environment. MapReduce is considered the execution engine.  

Hadoop Distributed File System  

HDFS is a scalable and distributed file system designed to store large amounts of data. It is a block-structured 

file system in which a file is broken into blocks of a fixed size and stored across a cluster of one or more data 

storage systems. A HDFS cluster primarily consists of a NameNode that manages the file system metadata and 

at a Nodes that store the actual data. HDFS is a master-slave architecture with the master being considered the 

name node while the slaves are considered data nodes.  

NoSQL (Not Only SQL)  

A NoSQL database provides a simple, lightweight and scalable mechanism for storing and retrieving data. In the 

Big Data arena, it is preferred over traditional relational databases especially when working with a huge quantity 

of data when the data's nature does not require a relational model. NoSQL systems allow the use of a SQL-like 

query language. Hbase, for example is a NoSQL database and part of the Hadoop ecosystem modeled from 

Google’s BigTable system [6].  

 

 

 

 

 

 

 

 

Figure 3. The Collage Of Big Data, Hadoop, Cloud Computing And Nosql 
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Cloud Computing has come a long way and has now attained a reasonable level of maturity that makes it a 

viable platform for multiple applications. A Cloud based platform as the underlying technology on which Big 

Data tools reside. Fig. 4, depict the collage of Big Data, Hadoop, Cloud Computing and NoSQL. This platform 

provides a very solid infrastructure for collecting, storing, analyzing and producing insightful information.                                           

 

VII.   CONCLUSIONS  

 

This paper discuss Big Data and propose a platform which integrates the Cloud, Big Data, NoSQL, Hadoop and 

analytic tools to efficiently capture, store and analyze complex datasets. In future works, we will perform more 

experiments especially with analytics tools to examine other capabilities of the platform. Data analytics and 

security features require more research to highlight issues affecting the platform. Further work will include 

hosting a service-oriented decision support system on our Cloud platform and testing for fault tolerance, 

scalability, data availability and quality of service [8], [5], [8] 
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