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ABSTRACT

The evolution and development of personal computers & laptop automatién is‘progressingsdowards the,future of
creation of an ideal smart environment. Optionally, Voice/speech autemation system désign has been developed
considering the busy schedules of an individual and also giving'a special, attention to_peeple with disabilities,
sick patients etc. Thus, providing a suitable control scheme using voice/speech communicationgmode can help
them do their daily routines. Besides, voice control access wouldsbegused as command for a'better purpose. In
this, we like to tell a smart automation system using voice/speech recognition. The seape of this research work
includes controlling, monitoring personal compdters & laptop applications, browser applications, E-mailing &
other features from Graphical User Interface (GUI) using Microsoft VisualsBasic software that uses Speech
Recognition engine as an input source. The research methodology involved. in‘this application knowledge, is in

the field of voice frequency communication and computer programming

Keywords: Automated Speech, HMM Module, SpeechWAutomation, Speaker Dependent, Speaker
Independent.

1. INTROBUCTION

A. Définition Of Speech'Recognition
Speech Recognition (is also known as automatic speech Recognition (ASR), or computer speech recognition) is
the process.of eonverting a speech signal to a sequence of words, by means of an algorithm implemented as a

computer program.

1.1 Speech Recognition

It is an ability of a computer, computer software program, or a hardware device to decode the human voice into
digitized speech that can be interpreted by the computer or hardware device. Speech recognition is used to
perform commands, mouse, write without having to operate a keyboard, operate a device, or use any buttons.
This can be done on a computer using (ASR) Automatic Speech Recognition software programs. Many ASR
programs require the user to "train" the ASR program to recognize their voice so that it can more accurately

convert the speech to text. For example, a user could say "open browser" and the computer would open an
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Internet browser and allow that user to browse the Internet. Fig 1 below shows the basic model of a Speech
Recognition system [1].
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Speech recognition is the ability of a machine or program to identify words and phrases in spoken language and
convert them to a machine-readable format. Many speech recognition applications, such as voice dialing, simple
data entry and speech-to-text are in existence today. Attempts to build automatic speech recognition (ASR)
systems were first made in the 1950s. These early speech recognition systems tried to apply a set of grammatical
and syntactical rules to identify speech. If the spoken words adhered to a certain rule set, the system could
recognize the words [7].

The survey of various papers referenced is as below:
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* S.K.Katti et al have worked on “Speech recognition by machine: A review”. This paper presents a brief survey
on ASR, provides a technological perspective and an appreciation of the fundamental progress that has been
accomplished in the area of speech recognition [1]

* Heather Sobey et al has worked on “Literature Survey-Automatic Speech Recognition”. In this paper, one of
the problems faced in speech recognition that is the spoken word vastly altered by accents, dialects and
mannerisms is addressed. [2]

* Preeti Saini et al have worked on “Automatic Speech Recognition: A Review”. This paper presents a study of
basic approaches to speech recognition and their results shows better accuracy [3].

* Yunxin Zhao et al in the paper on “A Speaker-Independent Continuous SpeechgRecegnition System using
Continuous Mixture Gaussian Density HMM of Phoneme-Sized Units”. In this paper a_bottom-up merging
algorithm for generating mixture Gaussian density from models of sub-segments of phone Junits is developed,
which we have incorporated in our work and this has proven successfulinienhan€ing the recegnition

performance when comparing with the baseline of the segmental K-means.[5]

I11. PRESENT WORK

In this paper, we proposed a modeled which can handle the desktop applications as well as browser functions
through speech. In this paper, we proposed models to include some default commands to open and close a
window, to know current date/time, to rundudie/video files, to get the weather information [3]. We proposed the
models to include the commands to open web,_pages. A spéCialyattentionshas given to the E-mail functions
(Commands to compose and sending a mail, to read a mail, to open“an inbox, drafts, sent mails list). The
proposed application has a $pecial feature that, a user’s ¢an add their own commands in their own way to
understand easily. In this paper we studied how to trap human voice in a digital computer and decode it into
corresponding text. Through this\paper, We present a schieme to convert speech to text. The key factor in
designing such system is the target,audience. For‘example, physically handicapped people should be able to

wear a headsét and have their hands and eyes free in order to operate the system.

IVBLOCK DIAGRAM

A block diagram of a complete Automatic speech recognition system is comprised of modules as shown in the
Fig. 2 below. The first step in the processing is inputting the data or information through any kind of input
signal in as a speech input. The second step in the recognizer is a combined word-level/sentence-level matching
procedure. The way this is accomplished is as follows. Using a set of sub word models along with a word
lexicon, a set of word models is created by concatenating each of the sub word models as specified by the word
lexicon. The word-level match procedure provides scores for individual words as specified by the sentence-level

match procedure and the semantics.

4.2.1 Speech Signal acquisition
At this stage, Analog speech signal is acquired through a high quality, noiseless, unidirectional microphone in

wav format and converted to digital speech signal [4].
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Fig 2: Block Diagram of Speech Recogaition

4.2.2 Feature Extraction

Feature extraction is a very important phase of ASR development duringywhiehfa parsimonious sequence of
feature vectors is computed so as to provide a compact representation of the given input signal. Speech analysis
of the speech signal acts as first stage of Feature extraction process where raw features describing the envelope
of power spectrum are generated. An extended featurenvector composed of static and dynamic features is
compiled in the second stage.\Finally this feature vectortis transformed into more compact and robust vector.

Feature extraction, using MFCCi is thefamous,technique used for feature extraction [4].

4.2.3 Acoustie Modeling

Acoustic models are developed to link'the observed features of the speech signals with the expected phonetics of
the hypothesis word/sentence. For generating mapping between the basic speech units such as phones, tri-
phones &syllables, a rigoraus training 4s carried. During training, a pattern representative for the features of a

class using one or more patternsicorresponding to speech sounds of the same class.

4.2.4 Language'& kexical Modeling

Word ambiguity is an aspect which has to be handled carefully and acoustic model alone can’t handle it. For
continuous speech, word boundaries are major issue. Language model is used to resolve both these issues.
Generally ASR systems use the stochastic language models. These probabilities are to be trained from a corpus.
Language accepts the various competitive hypotheses of words from the acoustic models and thereby generates
a probability for each sequence of words. Lexical model provides the pronunciation of the words in the specified
language and contains the mapping between words and phones. Generally a canonical pronunciation available in
ordinary dictionaries is used. To handle the issue of variability, multiple pronunciation variants for each word

are covered in the lexicon but with care. A G2P system- Grapheme to Phoneme system is applied to better the
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performance the ASR system b predicting the pronunciation of words which are not found in the training data

[4].

4.2.5 Model Adaptation
The purpose of performing adaptation is to minimize the system’s performance dependence on speaker’s voice,
microphones, transmission channel and acoustic environment so that the generalization capability of the system

can be enhanced.

4.2.6 Recognition
Recognition is a process where an unknown test pattern is compared with eagh sound class reference pattern

and, thereby, a measure of similarity is computed.

4.3 Working

As the Web transforms from a text only medium into a more multimedia rich medium the'need\arises'to perform
searches based on the multimedia content. In this paper, we present_angaudionsearch engine to tackle this
problem. The engine uses speech recognition technology to index:spoken audio, When nd transcriptions are
available. If transcriptions (even imperfect ones)qre available we can also take advantage of them to improve
the indexing process.

Our engine indexes several thousand talks and news radig shows covering a wide range of topics and speaking

styles from a selection of public web sites with multimediaarchives [4]:

4.3.1 Methodology

Speech Recognition is technolagy that camitranslate spoken words into text. Some SR systems use “training"
where an individudl speaker reads, sections of‘textlinte”the SR system. These systems analyze the person's
specific voicedandhuse it to fine tuné the recognition of that person's speech, resulting in more accurate
transcription. Systems that do not use training are called "Speaker Independent” systems. Systems that use
training are called "Speaker, Dependent™,systems. The term voice recognition refers to finding the identity of
"who"(is speaking, rather than what they are saying. Recognizing the speaker voice recognition can simplify the
task of translating speech in systems that have been trained on specific person's voices or it can be used to
authenticate or_verify theidentity of a speaker as part of a security process. "Voice recognition" means
"recognizing by voeice®,, something humans do all the time over the phone. As soon as someone familiar says
"hello” the listener cam identify them by the sound of their voice alone [5]. Speech synthesis is the artificial
production of human speech. A computer system used for this purpose is called a speech synthesizer, and can be
implemented in software or hardware. A text-to-speech (TTS) system converts normal language text into
speech; other systems render symbolic linguistic representations like phonetic transcriptions into speech. These
features of the speech recognition and synthesis combined together to form a library for perform both
recognition and synthesis process in a single machine. The user can search the content by giving the work
likewise the human can give the keyword through the speech sequence the system can analysis and understand

the human need and search the content and parse the raw content to extract the exact knowledge data [5].
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4.3.1.1 Data Preparation

The first stage of any recognizer development project is data preparation. Speech data is needed both for
training and for testing. In the system built here, all of this speech was recorded from scratch. The training data
is used during the development of the system. Test data provides the reference transcriptions against which the
recognizer’s performance can be measured and a convenient way to create them is to use the task grammar as a

random generator.

4.4 Modular Description

4.4.1 Speech Synthesis Module
A speech synthesizer takes text as input and produces an audio stream#as output. Speech“synthesis is also
referred to as text-to-speech (TTS).
A synthesizer must perform substantial analysis and processing tefaccurately convert'a string of characters into
an audio stream that sounds just as the words would be spoken. The easiest way to imagine how this'works is to

picture the front end and back end of a two-part system.

4.4.1.1 Text Analysis

The front end specializes in the analysis of text using natural language rulesyitsanalyzes a string of characters to
determine where the words are (which is’easy«to de in English, but not as easy In languages such as Chinese and
Japanese). This front end also figures out grammaticalfdetails tike-functions and parts of speech. For instance,
which words are proper nouns, numbers, and so forth; where sentences begin and end; whether a phrase is a

question or a statement; and whethena statement is past, presentyor future tense.

4.4.1.2 Sound Geéneration

The back endshas quite a different task. 1t takes the analysis done by the front end and, through some non-trivial
analysis of its own, generates the appropriate sounds for the input text. Older synthesizers (and today's
synthésizers with the smallest footprintS)ygenerate the individual sounds algorithmically, resulting in a very
rébotic.sound. Modern synthesizers, such as the one in Windows Vista and Windows 7, use a database of sound
segments builtfrom hours and hours of recorded speech [11].

The Following'steps,summarizes how the Speech Synthesis works:-

e The text in any file or a source can then converted to the voice through synthesizer.
o It will convert the digital string to the respective voice through the US or UK Dictionary which we
were used.

e Then it will dictate the related word in the dictionary.

4.4.2 Speech Recognition Module
e Speech recognition is the process of converting spoken language to written text or some similar form.

e To get the command or voice from the user through microphone and recognize the acoustics.
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o Then it will check the clarity of voice and pass to the Extraction part.

e We use the globalized grammar database using “Google API” via internet to perform Speech
Recognition.

e Speech recognition is the process of converting an acoustic signal, captured by a microphone or a
telephone, to a set of words.

e The recognized words can be the final results for linguistic processing in order to reply the persons.

The major steps of a typical speech recognizer are:

1. Grammar
2. Signal processing
3. Phoneme recognition

4. Word recognition.

4.4.3 Data Extraction and Knowledge Understand M
The data extraction is been done in the Speech Recognition s erstanding of different
module is being done.

The voice signal can be then converted to the ased on the
e It will convert the digital string to word.

e Then it will process the command given by er and sent to the synthesizer.

e It redirects to synthe

e Data Extraction perfor getting the raw factor of the user input from the internet. These

d get the exact knowledge. Knowledge Understand can

After understa ge, it does the correct task, what the user needs. Then the interaction processes

simultaneously sp ithstser for effective communication and for verifying the tasks.

e Then the interaction processes simultaneously speak with user for effective communication and verify

the tasks.
All of these elements are critical to the selection of appropriate thread for words, phrases, and sentences.
Consider that in English, a question usually ends with a rising pitch, or that the word "read" is pronounced very
differently depending on its tense. Clearly, understanding how a word or phrase is being used is a critical aspect
of interpreting text into sound. To further complicate matters, the rules are slightly different for each language.

So, as you can imagine, the front end must do some very sophisticated analysis [7].
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V. CONCLUSION

We presented a model that can handle all the system applications, web applications. A special attention is given
to the E-mailing, User can compose, send and read the mails through voice only. User can able to write the text
through both keyboard and voice input. Voice recognition of different default commands such as open an
application, save and close a document have been included in this model. We can open different windows
software’s, based on voice input. User can play audio/video files through voice only. We propose a model to get
the weather, temperature information and also know current date and time through voice only. A Windows
Speech Recognition (WSR) tool is added to this model, to recognize a speaker voice. SAPI tool is included in
this model to convert from speech to text. This model has a special feature that, a user’s can add their own
commands in their own way to understand easily

It is capable of meeting the requirements of people who are not able to use their‘hands. @ur intention isito help
the disabled people to get the benefits of advances in computer andgselectrenics technologies. The primapy aim of
this model was to produce a basic system that would use a speéch input for operating a computer. Requires less

consumption of time in writing text.
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