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ABSTRACT

Face recognition is one of the robust means of authentication that can be deployed in many critical security related
applications. Many techniques to aid this has been researched in the past few decades.Support Vector Machine
(SVM)is one of the robust means of classifier which can be applied effectively to face recognition. The proposed
study makes use of SVM to classify face images from two popular face databases:Japanese Female Facial
Expression (JAFFE) Database and Indian Face Database. It was found that the algorithm could accurately classify

the two sets of images under an assortment of variations like expressions, illumination, occlusions, pose, etc.
Keywords: Face Database, Face Recognition, SVM.
I. INTRODUCTION

Broadly speaking, face reeognition is a‘ion-intrusive form of identifying a given face image and matching it against
a set ofdfaces in the database;, in order t@\validate a person [1]. Face recognition tasks can be grouped into three
categories, mamely open-universe, face identification, closed-universe face identification and open-universe face

verification[2].5The block diagram of the basic model of a face recognition system can be seen in Fig. 1.

Today there are a‘number of face recognition algorithms available and it can be attributed to the rigorous research
done in this regard. Even then, face recognition has been an active research domain in computer science. This is due
to the fact that the inability or limited functionality of these systems in real time applications. The major reason
being the variation in faces due to change in poses [3], age, goggles and other accessories, facial hair, illumination,
etc [4].
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To overcome these challenges, currently stress is laid on using Support Vector Machines. It is effective in terms of
classification of like data by drawing a hyperplane differentiating the different datasets by using the support vectors.

The study uses SVM to classify the test face image so as to check for its availability in the training database.

The rest of the paper is organized as follows. Section Il deals with a brief introduction of SVM with its mathematical
background. Section Il elaborates the implementation details and the details of the face databases used for the

study. The results and discussions are given in Section V. The paper concludes in Sectig
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Fig. 1. Abstract model of face recognition system.

4

separation between re vectors of different classes. Intuitively, this is to assure that the classification is

general when the feature vectors are subjected to change due to noise.

Many of the traditional algorithms for face recognition are based on an assumption that the classifier once trained,
cannot be subjected to amendments during run-time. Hence it requires the entire data specific to a face to be present
during training period, which is highly not feasible in real -time applications. However, SVM classifiers overcome
this shortcoming by identifying the faces that are not present in the database. These unknown faces can be used to
retrain the classifier.
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2.1 A review on the mathematical background of SVM
Binary classification can be viewed as the task of separating classes in feature space:
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Fig. 2. Linear Classifier

Fig. 3. Linear SVM
Classifier V
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Fig. 3. shows a linear SVM Classifier for two classes of samples. Note that the points lying on the lines wx+b=+1

and wx+b=-1 are called support vectors.

Vectors that are closest to the hyperplane are support vectors. The distance between the support vectors is called the
Margin M.

Let M be the margin width, then,
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Let training set {(Xi, Yi) }i-1.n Xi€R", yie{-1, 1}be separated by a hyperplane withmargin M.

Then for each training example (x;, y;):
wixitb<-M/f2, ify=-1
wixitb>M/2, ify=1

yi(w'xi+ b) > M/2

For every support vector xs the above inequality is equality. After rescaling w and b by in the equality, we obtain

that distance between each xsand the hyperplane is

Yy (wa +b) _ L
] Jw]

Then the margin can be expressed through (rescaled) w and b as:

2
M =2r =+——
Jw]
Then we can formulate the quadratic optimization problem:
Find w and b such that it is maximized and for all (x; i
yi(w'xi+ b) > 1
Find w and b such that
O(w) = ||w|[>=w'w is minimized and for all (x;,
yi (W'xi+ b) >1
is to be maximized, which can be done by maximizing

As a summary, to design a better,classifier, the margin

b and minimizing w.

in applications like Bioinformatics (Protein classification, Cancer
ion, hand written character recognition, brain-wave data analysis [7, 8],

cclusions can also be recognized by SVM [9].

3.1 Details of the face databases used

Two face databases were used exclusively for the implementation of the SVM algorithm. They are JAFFE and

Indian Face database.

3.1.1 The Japanese Female Facial Expression (JAFFE) Database
The database comprises of 219 images taken from ten female subjects [10]. The database was developed by Michael

Lyons, Miyuki Kamachi, and JiroGyoba. The six basic expressions- surprise, sadness, disgust, anger, happiness, and
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fear were considered. Even neutral face was used. For the sake of less intricacy, only Japanese female models were
taken as subjects. To expose all the regions dealing with expression, the hair was tied at the back. To create

illumination on the face, tungsten lights were used. Fig. 4. shows the face images of taken from JAFFE database.

3.1.2 Indian Face Database

This database was created by Vidit Jain and Amitabha Mukherjee [11]. The data samples were acquired in February
2002, from IIT Kanpur. Totally 61 subjects (242 females, 422 males) were selected, totaling to 664 images. The
subjects are in frontal, upright position. The background selected is bright and homogeneous. The variations include:
emotions-smile, neutral, sad and laughter; poses-looking left, looking front, looking up and looking right. Gender
classification using the PCA method has been done on the samples taken from this database [12]. Fig. 5. Shows

samples taken from the Indian Face Database.

Fig. 5. Sample images from Indian Face database

3.2 Methodology

Fig. 6 shows the block diagram of the proposed system. The images were either acquired from the available

databases mentioned above, or real time images. Each image belonging to a particular class was labelled
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accordingly. The images were then normalized and the SVM was trained. The probe image was tested for its validity
(existence in the training database) by the classification mechanism of the SVM. The result returned was the class

label to which the probe image belonged. On no match, a suitable error message was displayed.

Class 1

Class 2

A

Class n Training

Fig. 6. Block diagram of the proposed implementation

. 4

database were pre stored in the training database with the label of +1 for

s were normalized and the SVM was trained with these images. In every

The study dealt with
found that even with less number of images in the training database, the algorithm was effective in terms of

pport vector machines to uniquely classify face images into their respective classes. It was

classifying newer images of the same kind with greater accuracy. The technique can be effectively be used in

security related issues and thus can aid face recognition to bloom as a robust biometric authentication technique.
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